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Summary

Physical indoor wireless network testbeds as well as outdoor wireldbsdsshave the potential to
accelerate the pace of research in the field of wireless ad hoc and mesinkieg. They form part

of a critical chain of steps needed to develop and test ad hoc netwonlotmepls from concept to
eventual uptake by industry. Current research in this area maked siseutations or mathematical
models which oversimplify the physical and Medium Access Control layer.

In Africa specifically, wireless mesh networking has the potential to makbstantial impact on the
lack of telecommunications infrastructure across the continent. A combindtignoo theoretical
analysis, indoor test facilities and rural testbeds forms a perfect suiterioaut meaningful research
in the field.

A 7x7 wireless grid of closely spaced computers was constructed, magengfthighly attenuated
802.11 radios running in ad hoc mode. Modelling and analysis revealed thatably attenuated
environment was created with variation in signal strength between nodefpldwing a Gaussian
distribution. This emulates a real outdoor network with normal signal petpaygissues such as
multi-path fading and lack of Fresnel zone clearance.

This testbed was then used to evaluate 3 popular MANET ad hoc routingcplstaamely AODV,
DYMO and OLSR. OLSR was tested with the standard hysteresis routing metrelbas the ETX
routing metric. OLSR showed the best performance in terms of averagegtipot and packet loss
for a medium size (21 node) and large (49 node) mesh network, with therégs routing metric
performing best in large networks and ETX performing best in medium sieggorks. DYMO also
performed very well, considering its low routing overhead, exhibiting thstleaount of delay in a
large mesh network (49 nodes). The AODV protocol showed the weake®rmance in the grid
with close to 60% of possible link pairs achieving no route in a 49-node gigiader, it did present
the least amount of routing overhead compared with other routing protocols

Finally, a medium-sized rural mesh network testbed consisting of 9 nodebuitai a mountain-
ous area of about 15 square kilometers around an AIDS clinic using tis&@auting protocol with



ETX as the routing metric. The network provided a good service to the satedisied Internet with
throughput rates ranging between 300 kbps for 4 hops and 110@0fkbd hop and an average
throughput rate of 2324 kbps. To encourage fair sharing of Intexmenectivity, features were in-
stalled to limit each user to 40 MB/month of free Internet traffic. A local wabeseoffers cached
pages of Wikipedia and Linux repositories to reduce the need for Intacaess. VOIP services were
also installed between clinic infrastructure to reduce the the need for makpegnsve GSM calls.
It was shown that a mesh network of this size provides a very satisfdet@lyof broadband service
for users accessing a satellite-based Internet facility as well as lotRlséovices.

Keywords. ad hoc networking, mesh networking, MANET, wireless testbed, AODWIDY OLSR,
rural wireless network.
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Opsomming

Fisiese binnemuurse draadlose gevlegdenetwerk toetsplatforms astekluse draadlose toet-
splatforms het die potensiaal om die pas van navorsing in die veld vadiasaaad hoc en geviegde
netwerke te versnel. Hulle vorm deel van 'n kritiese ketting van stapp&rood ad hoc netwerk
protokolle te ontwikkel en toets vanaf konsep tot uiteindelike opname damerhgid. Huidige
navorsing in hierdie area maak gebruik van simulasies of wiskundige modatlelie/ fisiese en
medium-toegangsbeheer viak oorvereenvoudig.

In Afrika het draadlose gevlegde netwerke die potensiaal om 'n Miksempak te maak op die
tekort aan telekommunikasie infrastruktuur regoor die kontinent. 'n Komiginas goeie teoretiese
analise, binnemuurse toetsfasiliteite en plattelandse toetsplatforms vornieéktpezamestelling om
betekenisvolle navorsing in die veld uit te voer.

'n 7x7 draadlose matriks van naby gespasieerde rekenaars waseséalmg 802.11 radios in ad hoc
modus waarvan die sein onderdruk was. Met modellering en analise ialligpan paslik verswakte
omgewing geskep was met verandering in seinsterkte tussen nodepdreGeaussiese distribusie
volg. Hierdie streef na 'n ware buitemuurse netwerk met normale sein Vawotitpy faktore soos
multi-pad verswakking en tekorte aan Fresnelsone vrystelling.

Hierdie toetsplatform was gebruik om 3 gewilde MANET ad hoc roete prdftoke evalueer,
naamlik AODV, DYMO en OLSR. OLSR was getoets met die standaard histeoese meting
asook die ETX roete meting. OLSR toon die beste werkverrigting met betigk&trgemiddelde
deurvoer en pakkie verlies vir 'n gemiddelde (21 knoop) en groot (@&k) geviegde netwerk,
met die histerese roete meting die beste in groot netwerke en ETX die bestmioidgkle grootte
netwerke. DYMO het ook goed gevaar, gegee sy lae roete oorhbefading en die minste totale
vertraging in 'n groot gevlegde netwerk (49 knope). Die AODV protokertoon die swakste
werkverrigting in die matriks met byna 60% van moontlike skakelpare wat igest@ vorm in 'n 49-
knoop rooster. In alle gevalle verteenwoordig AODV egter die minste totate omrhoofse-belading.

Verder was 'n medium-grootte plattelands gevlegde netwerk toetsplatf@tadnele uit 9 knope in'n



bergagtige area van omtrent 15 vierkante kilometer rondom 'n VIGS-klodlou. Dit het die OLSR

roete protokol, met ETX as die roete meting, gebruik. Die netwerk voorsigoéie diens vanaf die
satelliet-gebasseerde Internet met deurvoer tempo’s tussen 300ikldpsoppe en 11000 kbps vir
1 hop en 'n gemiddeld deurvoer van 2324 kbps. Om redelike verdelingliealnternet konneksie
aan te moedig was sagteware geinstalleer om elke gebruiker te beperkribt@@and vrye internet
verkeer. 'n Plaaslike webwerf verskaffer bied gestoorde bladsgéNikipedia en Linux store aan om
die nodigheid van interaktiewe internet toegang te verminder. Spraakv@onet-Protokol (SolP)

dienste was ook geinstalleer tussen die kliniek infrastruktuur om die nddigae duur GSM weg to

vat. Dit was gewys dat 'n gevlegde netwerk van hierdie grootte 'n baieedeyende viak van breband
diens verskaf vir gebruikers van satelliet-gebasseerde Interilgefeesasook plaaslike SolP dienste.

Sleutelwoorde: ad hoc netwerk, gevlegde netwerk, MANET, draadlose toetsplatformD\AO
DYMO, OLSR, plattelandse draadlose netwerk.
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CHAPTER ONE

INTRODUCTION

An invasion of armies can be resisted, but not an idea whose time has com

Victor Hugo, Histoire d’un crime, 1852

1.1 SCOPE

In developing regions of the world, low penetration of basic ICT infradtme such as telephony and
Internet, as well as insufficient distribution of electricity, is isolating Africanfi the global informa-
tion society. Although cellular networks are showing fairly impressive tinaw Africa, the pene-
tration of broadband access requires new paradigms and thinking te sigaificant breakthroughs
due to challenges such as electricity distribution, affordability and literacy.

Basic access to communication and information services remains an obstadaeeicotiomic
development of rural (low-density) communities throughout Africa. Thiseas depends on an es-
tablished telecommunications network backbone and connectivity technalogin connects the
customer premises to the backbone, which will be referred to as “First kdidinology.

For telecommunications providers the risks involved in “First Mile” conndgtiare often too
high in developing regions due to the issues such as affordability, thetaak of easy access. Ex-
ploring alternative connectivity solutions for higher risk rural areasaggregating this connectivity
to a backbone network presents a far lower risk solution to network tpsra

“First mile” connectivity solutions include a wide array of technologies, idirig wired Ethernet,
power line communication, optical fibre, Wi-Fi, Community GSM and network tagiesuch as
mesh networks. The typical applications that run over these “First mile”"arkirare basic Internet
access and email, but also include VoIP telephony and audio and videmstge
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Unfortunately in most developing countries there is a monopoly over fixechitworks which
hinders innovative rural access provision for poor communities. latimv in these areas requires
a different mindset, an approach that focuses on communities, empawensunities and instills a
sense of ownership and control of communications infrastructure in coitiesunThere are numer-
ous examples of this around the world, for example ICT Liberationist, Onurbd? has created a
networked community [1] that is now expanding and creating new deman@iar on shoestring
budgets but with strong support and motivation at the community level .

Many of the “first mile” technologies are cutting edge and not yet supgdryeelecommunica-
tion providers who are committed to older technologies servicing mass marketmngther reason
why their existing business models have not worked for the rural poeshNietworking is one such
“first mile” technology which makes use of simple low-cost wireless routess dhe installed on
houses to build a community based wireless network without the need fon@ualyekisting infras-
tructure. This work focuses on the performance analysis of mesh riéhgarn testbed networks as
a solution to the issue of connecting rural communities to each other and tloé thes world.

Carrying out research on mesh networking solutions for rural commuodiasot simply be done
via mathematical modelling or simulations due to their inability to accurately model th&gathy
world. As a consequence indoor and outdoor testbed networks bedtahmels in the hands of a
researcher exposing the shortcomings of theoretical work done on fionsla

Indoor testbed networks provide a controlled environment for the refsesato carry out experi-
ments before deploying mesh networks in an outdoor environment antiassigerstanding perfor-
mance measures such as scalability, delay and throughput. An outdoedtgsttviding broadband
connectivity to users, is the most realistic test environment which will betaffieby environmental
effects on signal propagation and realistic application traffic load on ttveone These networks
also help expose important social issues such as finding key communitydeamikeinstitutions that
will be good stewards of the wireless mesh routers, once they are instaley. also help expose
a researcher to the practical challenges, which are often more critica¢ ®utitess of community
based networks than some of the technical challenges that are present.

This research will mainly focus on the creation and modelling on an indoor77rbgsh testbed
followed by the performance analysis, on this testbed, of mainstream adetworking protocols
that are defined by the IETF MANET working group. This is followed byeat®n which describes
a case study of an outdoor mesh network in a rural community making uselzéshperforming ad
hoc routing protocol in the indoor testbed.

1.2 MOTIVATION

Mesh networking is a relatively new technology originating out of ad hawaeking research from
the early 90's. As a consequence, it is still replete with many researdlerfges such as limited
scalability, difficulty in choosing an appropriate routing protocol and ldckuitability to real time

media traffic.

UNIVERSITY OF PRETORIA: DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER 2
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CHAPTER ONE INTRODUCTION

Traditionally ad hoc and mesh networking research has mostly been cauateging simula-
tion tools but many recent studies have revealed the inherent limitations thes@bmodelling the
physical layer and aspects of the MAC layer. Researchers shouldwalgdge that the results from
a simulation tool only give a rough estimate of performance. There is alskafamnsistency
between the results of the same protocol being run on different simulatekagas which makes it
difficult to know which simulation package to believe.

There is also very little mathematical modelling work available for ad hoc netwmrksvhat
is available can only be used as a basic “rule of thumb” when it comes to stadding ad hoc
networking performance.

The core of this thesis is dedicated to building suitable testbeds to carry ohtmaggorking
experiments which will try to provide researchers with more realistic resultsesh networking
performance. This work makes use of an indoor wireless grid whicteptes very hostile envi-
ronment due to the tight density of wireless nodes and a large degree réériebee, whereas the
outdoor network that is used consists of nodes spaced widely apart gstinterference issues but
more losses due to the distances involved. Having both these scenariosmapdring their results
will help in understanding how extensible they are to other environmentseftdlbpthese testbeds
and their associated results will stimulate further improvements to mesh netwerkitogols which
adapt to realistic network conditions.

1.3 OBJECTIVES

This thesis will mostly concern itself with the construction, modelling and perfoceaf an indoor
wireless grid testbed and will conclude with a case study of a deployedautgial wireless mesh
testbed. The aim of this thesis is to analyse the performance of mesh netgvprkiocols on live
testbed networks. There are three goals in this thesis:

e Build an indoor network testbed based on a grid structure that models agaleztsion of the
network satisfactorily!

e Analyse and compare the performance of well established MANET pristotthis testbed.
¢ Analyse the performance of a live rural mesh network case study godtren user experi-

ences.

1.4 CONTRIBUTION

There is currently very little published material based on the performaradgsismof mesh network-
ing in real network testbeds. There are also very few indoor gridébageless networks deployed

1The following conditions are necessary for fidelity scaling of a wirelessark [2] : (a) linear relationship between
mean power and log-distance, (b) distribution of signal strength vateesd the mean should be independent of distance
and (c) the two networks must have the same path loss exponents faoilveddag shadowing model.

UNIVERSITY OF PRETORIA: DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER 3
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world wide. A grid sctructure located in a single room has a number of kegradges over indoor
testbeds that are deployed using a random distribution of nodes in a building

¢ Allow repeatable experiments as others can build a grid with a near equieddetromagnetic
environment.

e It's easy to change the topology and layout of the network by turning alesin a specific
pattern.

e Nodes are powered from a central power source which can be altachee relay bank to
power-down and power-up nodes very quickly in case of failure.

e The high density of nodes offers a worst case scenario for a routotgqol due to the high
degree of interference present in the network.

As of this publication date there were two other known established indooetkstiased on a
grid structure [2,3]. This work will contribute the following:

e Summarize the current status of ad hoc standards-based networkinggtscand report on
significant testbed networks that have been established internationally.

¢ Help other researchers understand the process and challengestictimg an indoor wireless
grid for carrying out mesh networking experiments

e Contribute a set of comparative results for MANET routing protocols rua physical wireless
testbed as opposed to the majority of work which was done using simulations.

e Contribute to the understanding of the performance of rural mesh netvasrwell as some of
the social and practical challenges associated with building these networks

1.5 RESEARCH METHODOLOGY

This work follows a standard scientific as opposed to Socratic method in vehget of theories
or hypotheses are tested via physical experiments. The scientific commuodistandards bodies
have selected a set of advised routing protocols for various scetfi@insa vast set of competing
protocols. There are a set of existing theories based on mathematical mpdatiisimulation on the
performance of these protocols which lead to a set of hypotheses.

By constructing a physical testbed network and running these protoctiie irestbed, some of
the previously held theories on protocol performance will be challenged.

Following a hypothetico-deductive cycle [4], this work tests the predictidrisese hypotheses
using a novel testbed, which leads to new observations and ultimately to tirabhigpothesis being
adjusted or redefined.

UNIVERSITY OF PRETORIA: DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER 4
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The literature survey followed a process whereby the most cited or sewone were uncovered
and referenced works in these publications were recursively exanimédhe earliest works were
traced. The literature was organized chronologically to understand teofietth has evolved over the
past few decades from the early 70’s until now.

1.6 OVERVIEW OF THESIS
The thesis is structured as follows:

¢ In Chapter 2, the background information with regard to the developmenesh networking
and testbed networks is described.

e In Chapter 3, the construction of the indoor mesh testbed is describedaogéth key chal-
lenges encountered when constructing such a lab. The measuremmrggused to carry out
experiments is also described and this testbed together with a set of meadupencesses
forms the bases of subsequent chapters which make use of this testivedraent

¢ In Chapter 4, the testbed is modelled to help understand its properties aplgsbsta suitabil-
ity to mesh networking experiments. Electromagnetic as well as networkingatheistics are
modelled and defined.

e In Chapter 5, A detailed analysis of 3 MANET routing protocols, namely OLSBDV and
DYMO is carried out. It specifically compares hop count, routing traffierbead, throughput,
delay, route flapping and packet loss for these protocols running ofxtheireless grid.

¢ In Chapter 6, a case study of a rural mesh network is presented whilatesuts performance
as well as the usage of the network by the community.

¢ In chapter 7, a summary of the contribution of this thesis is presented togeth@onclusions
and future work.

UNIVERSITY OF PRETORIA: DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER 5
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CHAPTER TWO

BACKGROUND

Science alone of all the subjects contains within itself the lesson of the dafrgglief in
the infallibility of the greatest teachers in the preceding generation. As a nitfact,
| can also define science another way: Science is the belief in the igreoadmexperts.

Richard Feynman, The Pleasure of Finding Things Out

2.1 INTRODUCTION

In order to understand the results presented in this work a number atagpenesh networking need
to be covered. Mesh networks make use of ad hoc networking protogbthdse terms are often
used interchangeably. Some definitions will be offered to clear up theetiffes between an ad hoc
network and a mesh network. Some background is given on ad hoc ketgand its development
over the past few decades; this is followed by a description of the spadifimc routing protocols
that will be discussed in this work. Other testbeds that have been cadestraround the globe are
described in order to compare their approach to the testbed that was tpalt &g this research. As
the testbed will be used to make comparisons of ad hoc routing protocols psewigus work in this
regards is described. Finally, a summary of arguments that have begdautdor the necessity of
testbeds is given to help understand the motivation behind this work.

2.2 AD HOC NETWORKING

An ad hoc network is the cooperative engagement of a collection of wéreledes without the re-
quired intervention of any centralized access point or existing infrastreicAd hoc networks have
the key features of being self-forming, self-healing and do not rely ercémtralized services of any
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particular node. There is often confusion about the difference beta@greless ad hoc network and
a wireless mesh network (WMN).

A wireless ad hoc network is a network in which client devices such as IgpRIpAS or sensors
perform a routing function to forward data from themselves or for otlogles to form an arbitrary
network topology. When these devices are mobile, they form a class abrkstknown as a mobile ad
hoc network (MANET), where the wireless topology may change rapidiyusapredictably. Wireless
sensor networks are a good example of a wireless ad hoc network.

A wireless mesh network is characterized by dedicated wireless routans edrry out the func-
tion of routing packets through the network. These routers are staticagi-gtatic nodes and client
devices which connect to the wireless routers normally do not have atipgdunctionality. Broad-
band community wireless networks or municipal wireless networks are gandpes of wireless
mesh networks.

There are no protocols in the IETF which have assumed the term mesh kiaetyvorotocol and
this standards body only uses the term ad hoc networking protocol. OnligBte802.11s standard
has used the term mesh networking protocol to describe the behavious sfahdard. In the rest of
this thesis the term ad hoc networking protocol will still often be used, evéreinontext of a mesh
network.

2.3 DEVELOPMENT OF AD HOC NETWORKING

2.3.1 RESEARCH PRIOR TO 1990

Mathematicians were already thinking about the basic problems of findingdinst path through a
connected graph as early as the 1950’s. American mathematician RicHenduBe/anted to calcu-
late the shortest path between cities with a specific number of roads andaiogdéthmathematician
Lester R. Ford Jr came up with the Bellman-Ford algorithm in 1956 [5]. Thispees a single-
source shortest path in a weighted digraph, which is a graph in which daireeexige weights can be
negative. Dutch mathematician Edsger Dijkstra developed an algorithm ndtaedimself which
solves the single-source shortest path problem for a directed graphamithegative edge weights in
1959 [6].

However the first routing protocol implemented in a live network was in 196¢he Advanced
Research Projects Agency Network (ARPANET) of the U.S. Departmiebefense (DoD) [7].
This was the world’s first operational packet switching network makimgofign early version of the
Routing Information Protocol (RIP) based on the Bellman-Ford algorithmast capable of routing
between a small number links connecting DoD and Universities over 64dibipal leased lines, and
is the precursor of the global Internet.

When a packet was sent to a node, the path was not known in advasteadran Interface
Message Processor (IMP) individually decided which line to use in transgétpacket addressed to
another destination using a simple lookup table procedure. A network dblaytas also maintained
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by the IMP which gave an estimate of the delay it expected a packet to decdumneaching every
possible destination. This basic routing system was sufficient for th@pesmf the small ARPANET
network but it would have failed to handle the complexity of massive interected networks we find
today in the Internet or a large mesh network.

The 80’'s saw the birth of TCP/IP networking and wireless networking indha bf packet radio.
Afek et al. [8] described a full reversal method and the partial reversal metholdaiedling packet
radio networks with frequently changing topology. Afek was trying to seleme of the problems
that packet radios were experiencing such as collisions due to floodieg & route goes down,
routing loops, and a lack of redundant routes. In the Full Reverstidde when a link breaks, each
node other than the destination that has no outgoing link reverses the disegtiall its incoming
links at each iteration. In the Partial Reversal Method, every node ttharthe destination keeps
a list of its neighboring nodes that have reversed the direction of thespwnding links. At each
iteration, where links are reversed, each node that has no outgoingViekses the directions of the
links which do not appear on its list of previously reversed links, and esgie list. The Partial
Reversal Method, especially, helps limit flooding throughout the netwadko®th ensure that there
are no routing loops.

2.3.2 RESEARCH INTHE 90'S

The Internet was truly born in the 90’s and the Internet Engineering Farce (IETF) had already
improved their Internet routing protocol by introducing a link state algoritlafted Open Shortest
Path First (OSPF) in the late 80’s which allowed routers to dynamically detetimnghortest path
between any two networks [9] . The term ad hoc networking was dewliopine 90’s and major
research in this field began during this decade.

It was during this decade that the IETF Mobile ad hoc Networks (MANEIQ] fvorking group
was formed. Its purpose is to standardize IP routing protocol functiorglitgble for wireless rout-
ing within both static and dynamic topologies. The fundamental design issei¢isadthe wireless
link interfaces have some unique routing interface characteristics andatiattopologies, within a
wireless routing region, may experience increased dynamics, due to motihes environmental
factors.

The group has been focused on exploring a broad range of MANEBIgmMs, performance is-
sues, and related candidate protocols which were submitted as experiReqtast For Comments
(RFCs). In 2004 they devised a revised charter in which the WG will épenader a reduced scope
by targeting the promotion of a number of core routing protocol specificatmexperimental RFC
status. Some maturity of understanding and implementation exists with each optb&smls, yet
more operational experimentation experience is seen as desirablellQlies® protocols provide a
basic set of MANET capabilities covering both reactive and proactiggydespaces.

With this experimental protocol base established, the WG will move on to desijalevelop
MANET common group engineered routing specifications and introduce toebe Internet Stan-
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dards track.

2.3.3 LATEST DEVELOPMENTS

Figure 2.1 shows the evolution of standards over the past few deCEuearrows show how various
routing protocols have evolved out of previously developed protocstarting with Bellman-Ford
and Djikstra in the early 50's to the first IETF Internet protocols, RIFP©&nd the Border Gateway
Protocol (BGP), developed in the 80’s. The IETF MANET group wasid in 1997 and the proto-
cols developed there, which will be discussed in section 2.4, mostly evalweddarlier work by the
IETF for wired networks.

There is now a very strong drive by the IEEE to standardize mesh netgoak layer 2 and to
this end they have created the 802.11s working group [11]. Devices802d1s mesh network are
called Mesh Points (MP) and they form a layer 2 mesh with one another dwehwesh paths can
be established using a routing protocol. These MPs can provide stathoagpot” access as well as
form an inter-"hot spot” mesh backbone.

STRIX
co JAL  MOTOROLA MESHNETWORKS
MESHDYNAMICS
4
1
'
H
OLSR (1998) : OLSR RFC 3626
A '
OLSR v2 (2006) H H H 1 OLSR v2 Draft 3 PROACTIVE
'y L nnnap
I H ! :
JETF TBRPF (1999) I H : TBRPF RFC 3684/
MANET I : :
(1997) DSR (1998) o : : DSR RFC 4728
AODV (1999) Vo ! ! ! AODV RFC 3561 _ REACTIVE
A H H H H H H i
DYMO (2006) o v Vv v H ! DYMO Draft 9
A
4
'
,
HWMP (2006) ' ' ' ‘ v : : e HYBRID
802.11S " : :
RA-OLSR (2006) H v ' PROACTIVE
annup
Voo ! H
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SPANNING TREE (1990 T ! H 1d-
802.1d (1990) HEHI : 802.1d-2004
RIP (1969) - BELLMAN-FORD (1956): H H RIP ng
IETF o :
Internet OSPF (1989) - DJIKSTRA (1959) I ! OSPF v3
protocols
BGP (1989) BGP v4

Figure 2.1:Evolution of ad hoc networking over the past few decades.

The standard defines a default mandatory routing protocol called thedHjireless Mesh Pro-
tocol (HWMP), but does allow vendors to operate using alternate prigto®me of these, described
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in the draft, is called Radio Aware Optimized Link State Routing (RA-OLSR). HWisla hybrid
routing protocol inspired by a combination of Ad hoc On-demand Distanceo¥¢AODV) routing

and the spanning tree algorithm embedded in the 802.1d standard. RA-®BSRoactive protocol
based on Optimized Link State Routing (OLSR) with a radio aware routing metric.

There are also many commercial mesh networking groups that have fosored,of which are
also outlined in Figure 2.1. These companies often make bold statements abhoybtéssive perfor-
mance of their protocols with respect to scaling and delay but it is veryuliffic verify these claims
as none of the algorithms or source code is available to carry out any tests.

2.4 AD HOC ROUTING PROTOCOLS

Three main categories of ad hoc routing protocols have surfaced avgrast decade. These are
reactive routing protocols, proactive routing protocols and hybriéimgyprotocols. This work only
concerns itself with reactive and proactive routing.

Reactive or on-demand protocols find routes on demand by flooding thenkewith Route
Request packets. As a result, only the routes that the network neeeistared into a routing table.
The disadvantage of this method is that there will be a startup delay when elada to be sent
to a destination to allow the protocol to discover a route. The two reactivequis that will be
investigated in this paper are Ad hoc On-demand Distance Vector ( AODY] rfilting and its
recent successor called Dynamic Manet On-demand routing (DYMQ). [13

Pro-active or table-driven routing protocols maintain fresh lists of degtimaand their routes by
distributing routing tables in the network periodically. The advantage of thresecols is that a route
is immediately available when data needs to be sent to a particular destinatiodis@itieantage of
this method is that unnecessary routing traffic is generated for routem#lyahever be used. The
Proactive routing protocol that will be investigated on the testbed is calldiin@pd Link State
Routing (OLSR) [14]

24.1 AODV

AODV is a reactive routing protocol which only stores next-hop informatiorresponding to each
flow for a data packet transmission. Route discovery is carried out asiute Request (RREQ)
message when a node lacks a route to a destination. The RREQ messageladss ia last-known
sequence number for the destination node as well as a unique RREQ idis/imichemented each
time a node initiates a new RREQ. A RREQ is flooded through the network in aotiedtway. For
example a node only forwards a RREQ if it has not done so before andtiane by checking
the RREQ id for duplicates. Each node that forwards the RREQ creag®se route back to the
originating node, by entering the previous hop as the next hop entry taitheating node.

When the RREQ reaches the destination node, a Route Reply (RREP) isas&nalong the
reverse path used by the RREQ. A RREQ can also reach a node whialyahlras a path to the
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destination and a RREP can be sent back from this node. The sequanberris used to check how
fresh a route is that is cached at any particular node. If the destinatipeisee number stored at
the intermediate node is greater than or equal to the sequence numberemiridhine RREQ it will
send a RREP and the RREQ is discarded. All nodes with knowledge obrtmugedestination store
a destination sequence number for each route to a destination. A node maptadsally send a
gratuitous RREP to the destination node to prevent any future route digdmsiag initiated by the
destination node.

Route maintenance is used to respond to changes in topology. Nodes oashljnty to detect
link failures by listening to RREQ and RREP messages and using HELLO nessgag RREQ,
RREP or data are not sent within a set number of seconds. When a atatgsda link break or
receives a data packet it has no route for, a Route Error (RERRgpizcsent to inform other nodes
about the error. The RERR contains a list of unreachable destinatidrthians propagated back to
all nodes in the routing table that make use of the route through the unbdaclestination.

To find a new route, the source node initiates a new route discovery famtieachable desti-
nation, or a node upstream may also try to locally repair the route by initiatingita thscovery
from there. Figure 2.2 shows AODV discovering a route from node 1 teerid using Route Re-
guests (RREQ) and Route Replies (RREP) sent back over the shottsback to node 1. All other
RREQs arriving at node 10 from node 1, other than the one taking red8tg-10, will contain hop
counts that are greater than the one contained in this route and will be dejecte

Network link

RREQ
RREP

Figure 2.2:AODV routing protocol showing the route discovery process.
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242 DSR

Although DSR is not specifically evaluated in this work, it needs to be disduss it forms one of
the building blocks of the DYMO routing protocol which is evaluated.

The Dynamic Source Routing protocol (DSR) [15], as the name sugdgeatspurce-based rout-
ing protocol which dynamically discovers a source route to any destinatithreinetwork. Source
routes place routing path information in the packet and the path used idgoraded by the source
node. DSR guarantees loop-free operation as they don’t use camltgd) information at intermedi-
ate nodes for forwarding packets; it is also beacon-less and doesquitte the exchange of periodic
HELLO messages.

Figure 2.3 shows how DSR creates a route from node 1 to node 8 by ftpadioute Request
(RREQ) in the network. The full path back to node 1 is contained in the ropticget as the RREQ
is forwarded towards the destination, node 10. A node will only forwaRR&Q if the node is not
the target, it has not forwarded the packet previously and it doesntbit$i own address in the route
record. To simplify the diagram, Figure 2.3 does not show forwarded@R&at would be discarded
by the receiver.

Network link

RREQ
RREP:

Path A: 1-3-5-7-8
RREP:

Path B: 1-3-5-10-8

Figure 2.3:Route discovery process for DSR showing how a route is discovereaérdenl to node
8. Only optimal routes are shown to simplify the diagram.

DSR allows for a number of mechanisms to send a Route Reply (RREP) baok iitthtor.
It can be sent back using a route in its route cache, it can performta digcovery itself with the
RREP piggybacked in this route discovery or, as shown in Figure 2.3nibeasent back along the
accumulated RREQ path and in this case there are two possible paths thatalllidastored in the
initiator nodes route cache for redundancy. In the first two cases,flinlsending and receiving can
be asymmetrical, while for the accumulated path case, routes will alwaysrireetyical.
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Each node that transmits a packet is responsible for ensuring that theopexeighbour receives
the packet. When a link break is detected, while forwarding a packet, te Eortor (RRER) is sent
to the node originating the packet, stating the link that is currently broken.inftieting node will
then either use another route in its cache or initiate a new route discovery.

243 OLSR

OLSR is a pro-active protocol and maintains its topological information bylaely sending link
state messages between nodes to learn about new nodes in the netwnddasdhat have left the
network. OLSR reduces the overhead of flooding link state informatiorefuiring fewer nodes
to forward the information. A broadcast from node X is only forwardgdtb multipoint relays.
Multipoint relays of node X are its neighbours such that each two-hophheig of X is a one-hop
neighbour of at least one multipoint relay of X. Each node transmits its neighltst in periodic
beacons, so that all nodes can know their 2-hop neighbours in ordapotse the multipoint relays
(MPRs).

To obtain the topology information, for a node to be able to select its MPR sefirfitinecessary
to get information about its one-hop and two-hop neighbours. In addititmdanformation, nodes
that have selected a specific node as an MPR, known as the MPR sedtctaes] to be maintained.
All this information is obtained by periodically sending HELLO messages in whitbde exchanges
information about its neighbours, the link state and the type of neighbouss.it\When a message
is initially sent from node A to node B, an empty HELLO message is sent anel Baken returns a
HELLO message with node A's address contained in it. Node A then sen&dt.bB®Imessage back
to node B announcing node B as a symmetric neighbour.

As these HELLO messages contain a list of neighbours of the sending aodele receiving
the message can maintain its two-hop neighbour set based on this list. All symnegidbours
advertised in the HELLO packet, but not including the node itself, aredatddibe receiver’s two-hop
neighbour set. For each advertised neighbour in a HELLO message, iadlaates if the sending
node has chosen this neighbour as an MPR. Upon receiving a HELtK2fp@a node checks the list
of neighbours and compares this with its own address. If a match is foundetider of the HELLO
message is added to the MPR selector set of the receiver.

Figure 2.4 illustrates how the OLSR routing protocol will disseminate routing agessfrom
node 3 through the network via selected MPRs 1, 5 and 10.

2.43.1 HYSTERESIS ROUTING METRIC

The RFC for OLSR makes use of hysteresis to calculate the link quality betvoelms. The purpose
of this hysteresis is to try and stabilize the network in the presence of manyaditerroutes. Link
hysteresis is calculated using an iterative process,, I6 the link quality aftern packets and is
the hysteresis scaling constant between 0 and 1, then the received dilitly fppr each consecutive
successful packet is defined by Equation 2.1 :
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"""" Network link
—P  Broadcast routing messages

O w

Figure 2.4:0LSR routing protocol showing selection of MPRs.

qn = (1 - h)Q(n—l) +h (2.1)

For each consecutive unsuccessful packet the link quality is definEduimation 2.2 :

Gn = (1 - h)Q(n—l) (2.2)

When the link quality exceeds a certain high hysteresis thresfglg, the link is considered as
established and when the link quality falls below a certain low hysteresis tidegh,,,, the link is
dropped.

To develop a mathematical prediction for the link quality foconsecutive successful packets a
geometric series is employed. The solution twonsecutive successful packets for a starting condition
set toqg is given in Equation 2.7

a=1-h)gp+h (2.3)
m=0—-h)"g+h[A-h)" T+ A -h)"2+ .. +1] (2.4)
=(1—h)" +h[1_(1_h)n] (2.5)

n = ( ) q0 m .
Gn=(1—h)"go+1—(1—h)" (2.6)
an = (g0 —1)(1 = h)" +1 (2.7)

The derivation for link quality for consecutive unsuccessful packets is trivial. The solution to
consecutive unsuccessful packets for a starting condition ggtisayiven in Equation 2.9.
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q1 = (1= h)qo (2.8)
qn = (1—h)"qo (2.9)

Figure 2.5 shows a graph for 7 consecutive successful packetséalloy 7 unsuccessful packets
with b = 0.5, gnign = 0.8 andg,,, = 0.3, based on these equations.

/////

‘\

X

—

&

\\\v
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Link Quality

a 2 4 [ 8 18 12 14
Packets received

Figure 2.5:Link Hysteresis in the OLSR routing protocol.

Hysteresis produces an exponentially smoothed moving average of temisaion success rate
and the condition for considering a link established is stricter than the contbtiainopping a link.

2.4.3.2 ETXROUTING METRIC

A new improved routing metric, called Expected Transmission Count (ETX) gioposed by MIT,
has also been incorporated into the source code for OLSR but it isfimaly part of the RFC. All
the MANET RFCs prefer to use hop count as a routing metric due to the lakkasfledge of the
weakness of "hop count” at the time these protocols were being staneldrdiz

The alternative ETX metric calculates the expected number of retransmissairese required
for a packet to travel to and from a destination. The link qualit§), is the fraction of successful
packets that were received by us from a neighbor within a window pefiod neighbor link quality,
NLQ, is the fraction of successful packets that were received by a neigioloie from us within a
window period. Based on this, the ETX is calculated as follows:
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1

ETX = ——
LQ x NLQ

(2.10)

In a multi-hop link the ETX values of each hop are added together to calcumateTK for the
complete link including all the hops.

Figure 2.6 shows the ETX values for 7 consecutive successful fsichkiewed by 7 consecutive
unsuccessful packets assuming a perfectly symmetrical link and a link qualidypw size of 7.
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Figure 2.6:ETX path metric values for successive successful and unsuccesetpa

A perfect link is achieved when ETX is equal to 1. ETX has the addedradge of being able
to account for asymmetry in a link as it calculates the quality of the link in both ttbrez Unlike
hysteresis, ETX improves and degrades at the same rate when sutaedsfnsuccessful packets are

received respectively. Routes are always chosen such that thefshthe ETX values of adjacent
node pairs is minimized.

2.4.4 DYMO

DYMO is the most recent ad hoc networking protocol proposed by the IRMWorking group. It
seeks to combine advantages of reactive protocols, AODV and DSRhévgeith some link state
features of OLSR. It makes use of the path accumulation feature of Dyr&ouaice Routing (DSR)
by adding the accumulated route, back to the source, to the Route ReQRESD| packet. As the
RREQ progresses from the source to the destination, DYMO also adis foack to the source. It
retains the destination sequence number feature of AODV to check if evasderwarded a message

before and to check for stale routes but HELLO packets are an opfeatare and are normally left
out by default.
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DYMO only has an option to send a Route Reply (RREP) on the reverse ptte BREQ and
as a consequence DYMO does not support asymmetric links. If a node irettvork is acting as a
gateway, this information is also embedded in the RREQ or RREP messageblwathar nodes to
learn routes to a default gateway.

Route maintenance is carried out by continuously monitoring active links pdalting timeout
fields for entries in the routing table when receiving and sending packétien a node receives a
data packet for a destination it does not have a valid route for, it resporthe source with a Route
Error (RERR) message. Other routes that are effected by the routefaikialso added to the RERR
message. When a node receives a RERR, it compares the list of nodemed in the RERR to
the corresponding entries in its routing table. If a route table entry for a froch the RERR exists,
it is invalidated if the next hop node is the same as the node the RERR wageké®m and the
sequence number of the entry is greater than or equal to the sequeniserrfaund in the RERR.

Detecting link failures can be done with HELLO messages, link layer fedédbawate timeouts or
using the MANET Neighborhood Discovery Protocol (NHDP) [17]. NPIE3 directly derived from
the link quality measurement techniques used in OLSR-like link hysteresisn @/liek is broken a
RERR is disseminated to notify other nodes about the broken link and thegsricidentical to the
one described above.

When a node receives a RERR for a destination, the node can initiate aliecdgery to find a
route to the destination by sending a RREQ message.

Figure 2.7 shows how DYMO creates the full path back to node 1 in the roptnget as the
RREQ is forwarded towards the destination node 10. The RREP is sdnaloag this accumulated
path.

2.5 LINUXIMPLEMENTATIONS OF AD HOC ROUTING PROTOCOLS

A crucial part of comparing different ad hoc networking protocols oea testbed is finding imple-
mentations of the protocol that are well written and are as close as possibiddginal published
RFC.

Currently there are approximately 116 [18] known ad hoc routing prégoitat are widely
known and of these only approximately 14 have an implementation which caanr@nphysical
network. There are, however, many more which have implementations wédnctun in a simulation
environment such as ns2. All the MANET protocols have been implementeduxiX platform.
AODV has 10 implementations, OLSR has 7, DSR has 4, DYMO has 2 and TBRPE.

The choice between a multitude of implementations of the same protocol wasdrasdubther
the particular implementation claimed to be RFC compliant, and if there was a streatpkr
community supporting the code base. Preference was also given tordasesthe same code base
was used for simulations and running the code on a physical networkjsawdbld make future
comparisons of simulations and live network results very simple.
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Figure 2.7: DYMO route discovery process showing how path accumulation is useiddover a
route from node 1 to node 10.

Only the three routing protocols that were used on the testbed, namely @QICER/, and DYMO,
are highlighted here.

25.1 OLSR

For OLSR, the implementation developed by Tonnesen [19] was used. THenmgptation is com-
monly called olsr.org and is now part of the largest open source ad heonkéng development
initiative. Version 0.4.10, which is RFC3626 compliant, is used and is cap&bk&ng the standard
RFC link hysteresis metric or the new ETX metric for calculating optimal routes.p&dameters
mentioned in the RFC are implemented and can be modified through a configditation

2.5.2 AODV

For AODV, the implementation by Nordstrom was used [20]. This implementatioesgdated

AODV-UU and the current version used in the testbed is 0.9.3. The codenigliant with the AODV

RFC3561 standard. This code base also supports the use of the samhe 6 oan ns2 simulations.
All parameters mentioned in the RFC are implemented and can be modified byrghtmysource
code.
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2.5.3 DYMO

For DYMO, the implementation by Ros [21] was used. This implementation is nam&tayvi
and was developed out of the AODV-UU code base. The currenbvelging used in the testbed is
0.3 and the code is compliant with Internet draft version 5 of DYMO. Allgpaeters mentioned in
the Internet draft are implemented and can be modified by changing theesmde.

All the implemented routing protocols were used with their default RFC sugtjestdiguration
parameters.

2.6 TESTBEDS

A recent network testbeds workshop report [22] highlighted the impogtahwireless testbed facil-
ities for the research community in view of the limitations of available simulation methgiéslolt
was concluded that these testbeds enable a critical stage in the prooeseistanding the relation-
ship between research and reality and help clarify which simplifications imdtiea work are valid.
Indoor testbeds provide a controlled environment for the researcleartpout experiments and en-
sure that router firmware is stable before deploying the mesh network intdoar environment.
An outdoor testbed, providing broadband connectivity to users, is therealsstic test environment
which will be effected by distances between nodes, environmentatefiecsignal propagation and
realistic application traffic load on the network.

Two testbed environments traditionally support network and distributedrsgstesearch: net-
work emulators and live networks. Emulation testbeds give users gretitbcover the host and
network environments and offer easy reproducibility but only offer aidéifinetwork conditions. Live
network testbeds provide real network conditions, but are not eagiBatable environments and
provide less control over the experiment.

2.6.1 NETWORK EMULATORS

One of the most well established large-scale open emulation environmemstéasrking research
is Emulab [23]. Emulab features 160 end nodes and 40 core nodescteshivgth about 4 km
of cabling. It allows users to completely customize link parameters such ag taledwidth and
packet loss using dedicated emulation nodes which act as Ethernetsbrigigelab integrates with
the ns2 simulation environment via ns2’s emulation facility. This means you déastandard ns2
simulation scripts and run them on a real emulated network.

Emulab also piloted some wireless networking using a grid of closely spaceavBCwireless
NICs on a rack. The PCs connect to each other in a vertical plane whikasnitadifferent from
the normal wireless testbeds which place PCs or robots on a horizontal Tlbere is no attempt,
however, to attenuate the signal and this is used mainly to study the intedearbaracteristics of
802.11.
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A recent project at Emulab is mobile Emulab [24] which extends the emulab rietestbed
software to provide a remotely accessible mobile wireless and sensor tesihgdobots. Robots
make use of low-power wireless sensor network devices (motes) arld-bioard computers which
allow users to position the robots, control the network interfaces on thewtenspand run programs
and log data.

Some labs have also looked at emulating the physical air interface layexdomple work being
done at Carnegie Mellon University [25] makes use of an FPGA-basde| hich emulates the
physical layer and is controlled by an emulation controller. The emulationaltentis driven by
scripts which specify a node’s movements and physical layer chardicris then calculates the
dynamic multipath fading and attenuation characteristics for each signal paitbeads this to the
FPGA-based DSP. This was tested with a simple experiment using 4 laptops witis4diBle signal
paths but the DSP could handle up to 50 nodes.

2.6.2 LIVENETWORK TESTBEDS

There are numerous Universities and research institutions such assbficResearch [26] which
have constructed indoor live testbeds, which link together computers widtess interface cards
placed in offices around a building. Although these might be useful fomstéutions to carry out
ad hoc networking tests for the own internal environment, they don'ter@aepeatable research
platform for others to carry out the same experiments and make compadiisens the structures in
the building creating a very different electromagnetic environment.

The University of Santa Barbara (UCSB) MeshNet [27] is an in buildinghhmegwork testbed
which consists of approximately 30 multi-radio programmable nodes, scattexeyhout a five-
story building. Each nodes consists of a multi-radio based Intel PC whitlheaemotely config-
ured. The network is being used to conduct research in scalable rquttagols, efficient network
management, multimedia streaming, multi-radio channel assignment and QoS fohopultireless
networks.

The EWANT project [28] is a small-scale testbed which makes use of laptpgpped with
wireless cards connected via RF cable to a shielded metal table which has mhatgden which
you can clamp down antennas. The wireless cards connect to multiple astbnough an attenuator
and a RF multiplexer and by switching the signal through to different ansenmability is emulated.
The concept was only demonstrated for 4 nodes.

Some full-scale testbeds are constructed to satisfy specific projectauits. For example, the
Carnegie Mellon University (CMU) testbed [29] was built to evaluate thedbyic Source Routing
(DSR) protocol for ad hoc wireless networks. They used 5 mobile nagdemented with rented cars
carrying laptops and 2 static hodes spread over an area of 300m by, M flexible experimental
control was necessary as it addressed a specific application need.

Another well known testbed is the Ad hoc Protocol Evaluation (APE) testf3€] which was
used to compare different ad hoc routing protocols. Manual nodembatevas carried out in a large
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physical space and mobility was managed by choreographing the movemehtimmieers carrying
laptops. However, using humans to generate movement in a lab setup isumkgigble mechanism
considering the length of time often required to carry out an experiment.

MINT, a miniaturized network testbed for mobile wireless research [31]esake of low-gain
external antennas mounted on mobile robots connected through RF atteriaaaanumber of core
nodes. A central controller oversees the operation of all the coresraaemakes use of ns2 scripts
to configure an experiment similar to the mechanism used in Emulab. One limitatioWNdf isithat
mobility of the robots is restricted to a set area to avoid RF cables from gettiagaged.

The ORBIT testbed [3] at Rutgers University and the Kansei testbeat Rhio state University
are two large scaled-down indoor wireless network testbeds that are theengzarable in design to
the indoor testbed that was constructed as part of this work.

The open access research testbed for next-generation wirelesske{@BBIT) testbed consists
of a 20 by 20 grid of wireless nodes spaced 1 m apart making use ofinf@sdon to decrease the
transmission range between nodes. The key issue in the testbed wasrdpaifbility and a large
amount of work went into periodic calibration of the equipment to ensurerdisalts were reliable.
Injection of noise at each corner of the grid to decrease the Signal &g Ratio (SNR) appeared
to have the sufficient desired effect of limiting range. However,it still im@an artificial signal path
which had localised weaker areas closer to the noise source.

The Kansei testbed consists of a 15 by 14 grid with nodes spaced 900 antmegking use of 20
dB fixed attenuators to decrease the transmission range between the Atatpsormal shadowing
model was used to understand the conditions necessary for equadetreeen an outdoor network
and a scaled indoor network. The following conditions were given foivatence: (a) linear rela-
tionship between mean power and log-distance, (b) distribution of sigealgilr values around the
mean value has to be independent of distance and (c) the two networksaveshbl same path loss
exponents found in the log-normal shadowing model. This researcheshibwat all these conditions
are met in the scaled testbed. The log-normal shadowing model is describpdendix B.

One of the most successful outdoor academic mesh network testbeds @fhetproject at MIT
[32]. This testbed network has over 100 nodes spread acrosspeoftgolunteers in Cambridge who
use it for broadband access. It is mainly used for studying the behadiouireless mesh networks
and does not provide any experimental configuration flexibility to the resea

The Digital Gangetic Plains (DGP) project [33]is a good example of a liked mireless network
testbed that is used for broadband access by communities and also usedsasrch vehicle for
students at the Indian Institute of Technology in Kanpur. It is an exteriestbed in a rural setting
consisting of about 13 multi-hop directional 802.11 links spanning up to 80 Khis work has
exposed several research and operational issues around settimgagth network in a rural area.
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2.7 PREVIOUS WORK ON COMPARISON OF ROUTING PROTOCOLS

There is currently very little published work on ad hoc networking protpedlormance comparisons
and most of the work that has been done has been carried out on ketmaoitators. Another critical
issue with performance comparisons is the objectivity of the work, as mahg benchmarks involve
the authors of the protocol itself. Reports on the comparison of routingqols on static mesh
network testbeds are essentially non-existent at the moment.

One of the most referenced pieces of work on comparative perfoenans done by Broch,
Maltz and Johnson, the author of the DSR protocol, in 1998 [34]. At the tineemain contending
ad hoc networking protocols were DSR, AODV, Destination Sequencer2stdector (DSDV) and
the Temporally-Ordered Routing Algorithm (TORA) and these were thesfo€the comparison. An
ns2 simulation was built for 50 mobile hodes moving about and communicating veithotlaer with
a range of mobility rates and movement speeds.

It was found that each of the protocols studied performed well in somescast had certain
drawbacks in others. DSDV performed quite predictably, delivering adistiall data packets when
node mobility rate and movement speed are low but failed to converge asnaiillity increased.
TORA had the highest routing packet overhead and after 30 sourmegatl a significant fraction of
the data packets. DSR preformed well at all mobility rates and movementsspiealigh the routing
overhead was higher than the rest due to its use of source routing. A®Byrmed almost as well
as DSR at all mobility rates and movement speeds with lower routing overthéas eobility but
the highest routing overhead with high rates of node mobility.

A subsequent performance comparison of AODV and DSR was camited 2000 by Das, Royer
and Perkins, the author of AODV [35]. This comparison used an impreeesion of AODV and
concluded that DSR outperforms AODV in less stressful situations i.e. smafieorks with lower
load and mobility, whereas AODV outperforms DSR as these network stressease. However
DSR does consistently generate less routing overhead than AODV.

A more recent comparison of OLSR and AODV in 2004 [36] was based oallaction of
works which looked at the performance of these two protocols. It féatthe AODV protocol will
perform better in the networks with static traffic, where the number of scamd destination pairs is
relatively small for each host. However, it does use less bandwidth to rimaiataes with the routing
table being kept small and, as a result, is well suited to resource condteximgonments. OLSR
on the other hand performs better in high-density networks with highly dpoteaffic between a
large number of hosts. OLSR, however, does need continuous avaiaidevidth in order to receive
topology updates. Scalability is limited in both: in AODV the flooding overheadimes high in
high mobility networks and in OLSR the size of the routing table and topologytapdassages
grows quickly as the network size increases.

Comparing routing protocols on live testbeds has been scarce and thdsbeobecause certain
institutions would prefer to focus on testing and improving a routing protoedtitey have developed
or have a vested interest in. For example, MIT roofnet mentioned in Se2t®A only runs the
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Srcr routing protocol that they have developed on their testbed. Mdkeahore general testbeds,
mentioned in Section 2.6, do not have any detailed comparative results yet.

In 2002 some early comparisons of AODV and OLSR where carried otlteoAPE testbed. They
were based on early implementations of these protocols, OLSR-inria anehidadODV, which
have since been dramatically improved. The experiment was choreegraptongst 37 people car-
rying laptops so that two clusters would move in and out of range of eaeh. dt¥hat they did find
is that Mad-hoc-AODV failed in detecting link breakages and setting up nelti-hap routes in mo-
bile scenarios. OLSR on the other hand was more resilient to these besadad could set up new
stable multi-hop routes. Both protocols showed a similar number of fluctuatingdiné the authors
concluded that a direct comparison of the performance was not ygibpodue to the different levels
of maturity of the protocol implementations.

The defence industry has always been very interested in ad hoc ketga@s an option for
creating spontaneous networks between soldiers on the battlefield. Thé&th$ carried out an
exercise in which AODV, DSR, OLSR, OSPFv2 and the Zone Routing Rob{@&P) was evaluated
under the Qualnet simulator using live traffic logs of an actual military ex@r€s¥]. Successfully
delivered packets were measured under various traffic conditions.

DSR showed the best performance at low data rates but AODV perfamostefficiently at high
data rates which agrees with the work carried out by Biaal. [35]. AODV'’s delay vs Packet
Delivery Ratio (PDR) characteristics showed the best performanc®$Rt began to catch up as
the delay increased due to network size which suggests it may eventugdfssukODV in a large
network. OLSR generally performed second best with the Zone Routoigded (ZRP) in 3rd place
with regard to percentage of successfully delivered packets. Itwgpested, however, that a different
network scenario with a mix of mobile and static nodes could favour ZRP gisdrybrid proactive
and reactive algorithm.

2.8 LIMITATIONS OF SIMULATION AND MATHEMATICAL MODELLING

In order to understand the need for mesh network testbeds, it is usdfdiki@t the strengths and
weaknesses of all the tools that are used to help characterize wiretesskse

2.8.1 MATHEMATICAL MODELLING

Deriving mathematical formulae which characterize the behaviour of w&elesvorks is an ex-
tremely useful tool to generate estimations for generalized problems. Hmeglso be useful for
understanding theoretical upper or lower bounds to problems. A gad@e of this is the Shannon-
Hartley theorem which establishes the channel capacity or the maximum aof@urdr-free digital
data that can be transmitted over a communication link with a specific bandwidth pnetbence of
noise. Another good example of this, and one which will be frequently digliin this work, is
Gupta and Kumar’s recent equation which models the best and wordlai@seate in a network with
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shared channel access, as the number of hops increases [38].

“Rules of thumb” are another area where mathematically derived answeosne useful when
constructing wireless networks. For example Kleinrock’s derivationpdftmum transmission radii
for packet radio networks [39] resulted in a “rule of thumb” which states ghnode should see no
more than six other nodes in order to optimize throughput in the network.

However, when the performance of a specific network topology or rgualigorithm is required,
the complexity required to mathematically model these situations becomes vastrigimt) at a
tractable solution becomes increasingly difficult. There is, however, stippesdor mathematical
modelling research to derive laws for mesh networks similar to ones whichn8hadeveloped to
understand channel capacity.

2.8.2 NETWORK SIMULATIONS

When mathematical modelling isn't applicable, simulation has proven to be a i@toabto analyse
system performance prior to the physical construction of a networkk@&phadvantage of simulation
is that routing algorithms can be accurately modelled in code together with therketipology
on which they will run. With the advent of easily available high speed comgutapid results can
be obtained within hours for complex network systems and routing algorithnasljogting a few
parameters, rerunning a simulation and comparing differences in perfoema

Network simulation on popular tools like GloMoSim, Opnet, Qualnet and ns2 makieeubulk
of published networking research today, but an evaluation by Aetdsl [40] of 114 peer reviewed
research papers in the field of mobile ad hoc networks revealed somessehiallenges to the credi-
bility of simulations. These are some of the key findings:

1. There is a lack of consistency between the results of the same proeglran on different
simulation packages. This is largely due to differences in the way each riwlphysical
world for example:

e Simulators have different physical layer models available which significafithect re-
sults. GloMoSim has two-ray path loss, Rayleigh and Ricean models availaBlenly
has a two-ray path loss model and Opnet only has a free-space pathddsk

e Opnet bases signal reception on bit error rate (BER), ns2 use$-gignaise ratio thresh-
old (SNRT) and GloMoSim had both options.

2. Researchers don't follow good scientific rigor - here are some highlibissues:

e Results are not independently repeatable due to simulator versions, dsstagteveen
nodes, mobility models and traffic types not being specified. Documentatiat i®n
leased with results which contains simulation code and experimental set- fightigg
parameters used.
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¢ Results are not statistically valid due to no confidence intervals being stadetuarber
of simulation runs not being given

Until simulation packages have improved physical layer models and cerfactasof the MAC
layer, the researcher should acknowledge that the results from a simat@®a rough estimate of
performance. Published work based on simulations should also be @igitewith regard to exact

simulation parameters and statistical assumptions being used.
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CHAPTER THREE

CONSTRUCTION OF THE MESH TESTBED

Construction and destruction are part of the creative process

Jonathan More

3.1 INTRODUCTION

This section describes the construction of the indoor mesh testbed in otakedptother researchers
to construct a similar facility. There were many challenges that needed iebzome before reliable
experiments could be carried out and these are also highlighted in this ségtialty, a description is
given of the measurement processes used to carry out the variarinespts which help characterize
the performance of a routing protocol.

3.2 PHYSICAL CONSTRUCTION OF THE 7X7 GRID

The mesh testbed consists of a wireless 7x7 grid of 49 nodes, which vliais lEu6x12 m room as
shown in Figure 3.1. A grid was chosen as the logical topology of the wirdéstbed due to its
ability to create a fully connected dense mesh network and the possibilityaifrayea large variety
of other topologies by selectively switching on particular nodes as showigime 3.2.

Each node in the mesh consists of a VIA 800 C3 800MHz motherboard with B28NRAM
and a Wistron CM9 mini PCI Atheros 5213 based Wi-Fi card with 802.11 a/apatility. For
future mobility measurements, a Lego Mindstorms robot with a battery powesddiS motherboard
containing an 802.11a (5.8 GHz) WNIC and an 802.11 b/g (2.4 GHz) WNé@slin Figure 3.1 can
be used.
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Figure 3.1:Layout of the 7x7 grid of Wi-Fi enabled computers. The optional linesotig robot will
be explored in the future to test mobility in a mesh network.

Every node was connected to a 100 Mbps back-haul Ethernet netiwarkgh a switch to a
central server, as shown in Figure 3.3. This allows nodes to use a cdmbioBa Pre-boot Execution
Environment (PXE), built into most BIOS firmware, to boot the kernel amtework File System
(NFS) to load the file system.

The physical constraints of the room, with the shortest length being 6 m, ntleainthe grid
spacing needs to be about 800 mm to comfortably fit all the PCs within the ronemndions.

At each node, an antenna with 5 dBi gain is connected to the wireless keddapter via a 30
dB attenuator. This introduces a path loss of 60 dB between the sendiag@nddhe receiving node.
Reducing the radio signal to force a multi-hop environment, is the core to tieessiof this wireless
grid and this is discussed later in section 4.2.

The wireless NICs that are used in this grid have a wide range of optiohsahde configured:

e Power level rangeThe output power level can be set from 0 dBm up to 19 dBm.

e Protocol modes802.11g and 802.11b modes are available in the 2.4 GHz range and 802.11a
modes are available in the 5 GHz range.

e Sending rates802.11b allows the sending rate to be set between 1 Mbps and 11 Mbps and
802.11g allows between 6 Mbps and 54 Mbps.

This network was operated at 2.4 GHz due to the availability of antennast@mdiaors at that
frequency, but in future the laboratory will be migrated to the 5 GHz ramdpich has many more
available channels with a far lower probability of being affected by interfee.
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Figure 3.2:Various topologies that can be tested on the 7x7 grid: topology (a) to (mpdstrate

various levels of density in a grid, topology (d) represents the simplestagy topology (e) is used
to create a long chain to force routing protocols to use the longest multi-hate reopology (f) is used
to test congestion through a critical node, topology (g) is used to test optbaization, diagram (h)
shows how to evolve to a full grid topology using a spiral and topology (i) é&luan tests with a

random distribution of nodes.

3.3 CHALLENGES TO ESTABLISHING A FUNCTIONAL TESTBED

The following issues need to be considered carefully when constructasilzed:

1. Communication Grey zone€ommunication grey zones [41] occur because a node can hear

broadcast packets sent at very low data rates, but no data communaztioocur back to the
source node sent at a higher data rate. Figure 3.4 shows how a RRE®@ bapadcast to the

edge of the communication grey zone but the RREP cannot get back touttee smde. This

problem was solved by locking the broadcast or multi cast rate to the data ra

2. Complexity and density of the gridthe mesh grid forms a highly connected dense graph,
which creates a difficult optimization problem for a routing algorithm. In a full grid, the
routing algorithms are presented with thousands of equivalent hop lemgi#sr OLSR using

ETX will constantly be receiving new routes with changing ETX values. Thidiscussed

further in Section 4.4.
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Figure 3.3:The architecture of the mesh lab. Ethernet is used as a back channehtec all the
nodes to a central server through a switch. Each node is also equipjiedaw 802.11 network
interface card.

3. Hardware issues:

There are many physical hardware problems that have to be dealt withasdaulty wireless
NICs and drifting received signal strength as the WNICs heat up.€Thage been character-
ized in the Section 4.2 which deals with electromagnetic modelling.

4. Routing protocol implementation bugs:

Both AODV and DYMO gave kernel errors when the network size waatgrehan approx-
imately 20 nodes. This caused the routing algorithms to freeze and not aljopaakets to
enter or exit the wireless interface. The particular error complained teattximum list
length had been reached. This constant was increased in the sodecantbsubsequently the
problem disappeared, but it did confirm the fact that these protocdlsibabeen tested on
networks as large as this testbed.

5. Antenna dual diversity:

Dual diversity is a mechanism employed by many new WNICs, which has ttemaa ports to
allow the radio to receive the stronger of two signals on each of these pbitsis especially
applicable in indoor environments where there is a large degree of multipegkrr It was
found that when dual diversity was switched on, the nodes becamewatic. The throughput
would vary as much as 50% within the space of 1 minute. As a result, duasityveras turned
off for the experiments.

6. Wide choice of wireless card parameters:
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Communication grey zone

Reach of Unicast

Reach of Broadcast

Figure 3.4:Communication grey zones.

Finding the best combination of communication mode, data rate and transmit waw&iot a

simple process. Receive sensitivity is increased by switching the radio ieea data rate and
transmit power can be varied between 0 and 20 dBm. Figure 4.1 shows edmdbinations of
these establish connectivity for various distances between nodes vetomrdy trial and error
eventually helped converge the settings to using 802.11b mode with a dataTatslbps and

a power level ranging from 0 to 8 dBm.

7. Time-consuming experiments:

Experiments were very time consuming. Testing the throughput and delajl fmrmutation
pairs of 49 nodes in the grid for 4 routing protocols using a 20-secondrtestakes approxi-
mately 52 hours.

8. Interference:

Finding a channel in the 2.4 GHz band, which is relatively free from interfee, is not easy.
The building, where the experiments were conducted, has an extendiddimg wireless
network operating on 2.4 GHz. Even relatively weak signals close to -90 & a problem
when you are using a highly attenuated lab. In the future the lab will be migtate® GHz,
which has far more available channels.

3.4 MEASUREMENT PROCESS

All measurements other than throughput tests were carried out usinguddsidix tools available to
users as part of the operating system. The measurement values wdpacddeto the server via the
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Ethernet ports of the nodes and therefore had no influence on theregpes that were being run on
the wireless interface.

It was found that the lab provides the best multi-hop characteristics, dathyhroughput trade
off when the radios are configured with the following settings:

e Channel=6
e Mode =802.11b
e Datarate = 11Mbps

e TX power<8dBm
The following processes were used for each of the metrics being mdasure

1. Delay: Standard 84-byte ping packets were sent for a period of 10 secthdsping reports
the round trip time as well as the standard deviation.

2. Packet lossThe ping tool also reports the amount of packet loss that occurredhmvduration
of the ping test.

3. Static number of hops for a route to a destinatiditte routing table reports the number of hops
as a routing metric.

4. Round trip route taken by a specific packethe ping tool has an option to record the round
trip route taken by an ICMP packet but unfortunately the IP header islardg enough for
nine routes. This sufficed for most of the tests that were done butionedly there were some
routes which exceeded 9 round trip hops, and no knowledge of theofitthg path could be
extracted in these instances. However, this was large enough to akeayd the forward route
taken by a packet.

5. Route flapping: Using the ping tool with the option highlighted above makes it possible to
record the complete route taken by a packet every second. It is then la girapess to detect
how many route changes occurred during a set period of time by lookmghfnges in the
route reports.

6. Throughput: The tool Iperf [16] was used for throughput measurements. It usgiemt
server model to determine the maximum bandwidth available in a link using a TCRjkmaiu
test but can also support UDP tests with packet loss and jitter. For thpedragnts an 8K
read-write buffer size was used and throughput tests were perfausied TCP for 10 sec-
onds. UDP could be considered a better choice as it measures the raghpub of the link
without the extra complexity of contention windows in TCP. This does make theureaent
more complex, however, as no prior knowledge exists for the link and ttiside on the test
transmission speed is done through trial and error.
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7. Routing traffic overheadin order to observe routing traffic overhead, the standard Unix packet
sniffing tool, tcpdump, was used. A filter was used on the specific porihsibeing used by
the routing protocol to only captre these packets. The measurement timebeouédied by
the measurement script, but 20 seconds was the default that was modtlyrbedool made it
possible to see the number of routing packets leaving and entering theasodef as the size
of these routing packets.

To force dynamic routing protocols such as AODV and DYMO to generatictrvahile estab-
lishing a route, a ping was always carried out between the furthest timtspo the network.

8. Growing network size:When tests are done which compare a specific feature to the growing
number of nodes in the network, a growing spiral topology, shown in Eig8r5, starting
from the center of the grid, is used. This helps to create a balanced gpattén in terms of
distances to the edge walls and grid edges, which may have an electromadfieetion the
nodes.

Figure 3.5:Growing spiral topology for tests which compares a metric against a gmpwitwork
size.

9. Testing all node pairs in the networkWhen throughput and delay tests were carried out on
a fixed size topology, all possible combinations of nodes were tested. fifilthéx7 grid was
used this equates to 2358(x 48) combinations.

10. RTS/CTS tuned off: All tests are done with RTS/CTS disabled as this did not improve the
performance of the mesh. Other researchers have reported similar §in@iap
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MODELLING THE MESH TESTBED

It is a mathematical fact that the casting of this pebble from my hand altersetitescof
gravity of the universe

Thomas Carlyle, Sartor Resartus I

4.1 INTRODUCTION

Before experiments are carried out on the testbed, its characteristitdmbe well understood in
order to ensure that results are reliable. This section will look at a nunfilzepects in the testbed:
(a) the electromagnetic properties will be measured and compared aganestieveloped theory; (b)
a base line will be generated for the grid in terms of throughput and delalpgsdess scenario; (c)
the route complexity of the grid will be modelled to understand the total numbesssile routes

through the grid and the number of equivalent length routes throughithbejween the two furthest
apart nodes on a diagonal.

4.2 ELECTROMAGNETIC MODELLING

In order to understand the stochastic behavior of the wireless nodesgnidih¢he underlying elec-
tromagnetic properties need to be understood. Once these propertigslarstood from the back-
ground theory, some measurements will be made to see how closely these eaatoleasurements.
The results obtained on a testbed can also be scaled to a larger netwoekfaliakving necessary
conditions are satisfied [2]: (a) there is a linear relationship between noseer and log-distance,
(b) distribution of signal strength values around the mean is indepentidistance, (c) the networks
are in similar environments with the same path loss exponents contained in therog sbadowing

model. See Appendix B for an explanation of the log normal shadowing model.
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4.2.1 ELECTROMAGNETIC PROPERTIES

The following is a list of properties, in the wireless grid, which will affect tignal reported by the
wireless NICs:

e Link budget related properties

— Transmitted power level of the wireless NICs.

— Receive sensitivity of the radio which in turn depends on its radio mode 18ad/q)
and the data rate being used.

— Attenuation due to cable losses, insertion losses or the placement of intéatienaators
between the wireless NIC and antenna.

— Antenna gain.

— Free space loss due to distances between nodes.
e Coupling between antennas due to their close proximity to each other.
e Placement in the near or far field of the antenna.

e Limited Fresnel zone clearance due to insufficient antenna height.

Each of these will be dealt with in turn.

4.2.1.1 LINKBUDGET RELATED PROPERTIES

As discussed in section 3.2, the testbed makes use of 5 dBi antennastednna 30 dB attenuators.

The purpose of the attenuators is to decrease the communication rangearidmit power level of

the NICs can be set between 0 dBm and 20 dBm and the following derivaticeed to calculate the

theoretical range of the nodes without taking into account antenna cguplifresnel zone clearance.
The link budget equation for a line of sight radio system is given in Equdtibn

Prx = Prx + Grx — Lvx — Lrs — Ly + Grx — Lrx 4.1)

where Pgx = received power (dBm)Prx = transmitter output power (dBmj7rx = transmitter
antenna gain (dBi)Lrx = transmitter losses from cables and connectors (8B}, = free space loss
or path loss (dB)L»; = miscellaneous losses from fading margin, body losses , polarization mismatch
and other losses (dBJ; px = receiver antenna gain (dBi) arig; x = receiver losses from cables and
connectors (dB).

For this system we will set the following parameters:

e L, = 0: miscellaneous losses can be ignored for this approximation.
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e Lrx = Lrx = Lapr : Losses at TX and RX are both equal to the value of the attenuator.

e Grx = Gprx : All the antennas are the same.

In order to find the maximum distance that this system can handle we needviovkmet free
space loss was experienced when we set the received signal togheraensitivity.
So we can rewrite this as Equation 4.2:

Lps = Prx — Prx — 2Larr + 2Grx 4.2)

The free space loss is given by equation 4.3. It is important to note thatdhespace loss
equation is an approximation which prescribes that the transmitting andirgcaivennas be placed
many orders of magnitude of the wavelength away from one another arspdlce surrounding the
antennas should be free from any obstacles.

47D

L =20log (4.3)

WhereD = distance between transmitting nodes (¥ signal wavelength (m), = power loss
(dBm)

So the final solution to calculate the maximum distance possible is given by Egddiio

47w D
201og 7; = Pry — Py — 2Larr + 2G7ry (4.4)
Prx—Prx —2LAr7+2GTXx
10 20
D=\ 1 (4.5)
7y

The following parameters are used for the lab :

e AntennagainGrx) =5 dBi
e Attenuation usedl{ ,77) = 30 dB

e Wavelength used\) = 0.122 (forf=2.45 GHz )

The receive sensitivity of the radio, which is the level above which it is &blsuccessfully
decode a transmission, depends on the mode and rate being set. Théhtaséte, the lower the
receive sensitivity threshold.

Figure 4.1 shows free space loss curves for all possible scenagoshevdistance of the grid to
illustrate what the received signal will be at any particular node. Thisdigiso shows the receive
sensitivity of the radio at various modes and data rates. In theory, wheceirve line rises above the
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horizontal lines, there will be connectivity but as will be seen later, thexdaetors other than free
space loss which affect signal propagation.

» 0dBm
< 4dBm
A 8dBm
. v 12 dBm
€ o 16 dBm
m
) m 20 dBm
< x 11b@1Mbs
© + 11g@6Mbps/11b@1
= 1Mbps
()
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800 1600 2400 3200 4000 4800 5600

Distance between Nodes (mm)

Figure 4.1:Received signal strength vs. distance between nodes in the grid spa@ednd apart.
The horizontal lines show the receive sensitivity of the Atheros 5213 veinetgtarork card. If the
received signal strength curve is above this line, there will be connectieityden the nodes.

Table 4.1 shows the maximum range of a node for a few possible radio gararaad transmit
power levels. The minimum possible range is 0.15 m and the maximum range isii.7T2@se radio
ranges suit thé x 12 m room dimensions and the 800mm node spacing very well. Itis clear, frem th
table, that it is possible to limit the range from zero connectivity betweensnadfill connectivity
between all nodes as well as any possibility in between.

4.2.1.2 COUPLING BETWEEN ANTENNAS

When antennas are placed in close proximity to each other they form a copmplgagation path as
each antenna re-transmits some of the received signal. These antemmamfarray, which effec-
tively changes the effective radiation pattern of the transmitter from the pbinew of the receiver.
The antenna gain pattern is calculated as a product of the antennas tb&rn pad an array factor
which is determined by the geometry of the array. In order to model this,grgrofor numerical
electromagnetic modelling, based on the method of moments is used [43]. Adilistabthis model
is out of the scope of this thesis but the results revealed that maximum vaiiatieceived signal
strength, due to coupling, can be high as 7 dB with a standard deviation dB2uten PC cases are
not taken into account.

Parasitic coupling between nodes has also been noticed as nodes canniceienio one an-
other even when antennas are not present or when the antennaplaced with a load terminator.
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Table 4.1:Possible radio range of a node when configured with various radiompatars.

Power level (dBm)| radio mode| data rate (Mbps) Receive sensitivity (dBm) Range (m)
0 802.11g 54 -74.00 0.15
0 802.11g 36 -79.00 0.27
0 802.11g 24 -82.00 0.39
0 802.11g 12 -87.00 0.69
0 802.119g 6 -90.00 0.97
0 802.11b 11 -90.00 0.97
0 802.11b 55 -92.00 1.22
0 802.11b 2 -94.00 1.54
0 802.11b 1 -95.00 1.73
20 802.11g 36 -79.00 2.74
20 802.11g 6 -90.00 9.71
20 802.11b 1 -95.00 17.26

Communication was only possible over a distance of approximately 1m but thik ssgmificant in
the scale of this testbed. Early experiments in the lab were actually condusitgdnodes without
antennas as it achieved similar goals to installing attenuators together withlprsracterized an-
tennas. However, as could be expected, the results were very ictpbdel with some nodes having
good connectivity and some not being able to connect at all.

This parasitic coupling depends on the effectiveness of the screemihg avireless NIC, quality
of RF connections, and the geometry and quality of the PC case. The €shbeasg used, have a front
panel made of plastic which is transparent to RF energy and the redrh@anmultiple ventilation
holes, which also allows for RF leakage. Creating well screened PG sasald eliminate this
problem.

4.2.1.3 NEAR AND FAR FIELD

The simple free space loss formula is based on the assumptibfr afecay for the electrical and
magnetic fields. This, however, is only the case when the distance fromtema to an observer,
is much greater the than wavelengih,

Communicating in the near field should be avoided as this would mean that thedtesilb®sot
accurately represent the behaviour of a normal large-scale wiredesent.

When the distance satisfies this requirement, also known as the far fieldthersntenna’s ra-
diation pattern is considered to be independent of distance. For ant@hpas size is comparable
or greater than the wavelength, an additional criterion needs to be introduced which is given by
Equation 4.6

2
ps 2D (4.6)
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whereD is the maximum dimension of the antenna. This condition is derived from arisbtab
standard in electromagnetics where the phase error (in the electrical fie& whould be less than
22.5 degrees. The smaller this phase error, the closer the wave is to avalameand the smaller the
error in the measured field strength.

The inter-node spacing in the testbed is 0.8 m along the axis parallel to thelésigg Equation
4.6 this node spacing will be satisfactory for antennas up to 0.22 m long5 @B dipole antennas
being used in the grid are currently 0.154m and therefore satisfy theeewnts of being in the far
field.

4.2.1.4 FRESNEL ZONE CLEARANCE

Another property which effects propagation losses is obstructionsnéreones are used to charac-
terize an infinite number of concentric ellipsoids of revolution which definames in a radiation
pattern. Thexth Fresnel zone in metres, at a given observation point, is given by EquaifoWhen
objects lie within these Fresnel zones they cause additional attenuatialedvatse in severity with
each nth Fresnel zone iteration.

dids

F, = A
" di + da

(4.7)

Where) is the wavelength (m) and, andds are the distances (m) from the 1st and 2nd antennas to
an observation point on the line of sight path.

In the testbed, the inter-node spacing is 0.8 m. At the wavelength of 0.122nwgd from the
frequency of 2.45 GHz), one can produce the plots of the 1st Fresnel shown in Figure 4.2, for
various pairs of nodes. From this figure it is clear that a clearanceleéstt 0.5 m above the metal
cases is needed for the 1st Fresnel zone to be clear of obstructions.

0.70

0.50+

0.30

0‘107 D
-0.5 0.5 15 2.5 3.5 45 55
Distance (m)

Height (m)

Figure 4.2:1st Fresnel zone obstruction between column of 7 PCs.

From this diagram you can see that the further a receiving node is ftnahsmitted node the
more the PC will obstruct the Fresnel zone which will lead to further atteruatio
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4.2.2 SIGNAL STRENGTH MEASUREMENTS

In order to see how these electromagnetic properties were affecting thedesome real signal
strength measurements were made and analysed.

4.2.2.1 MEASUREMENT PROCESS

Most 802.11 compatible wireless cards measure the received signalgéiv&e&ignal Strength Indi-
cator units or RSSI. RSSl is a measurement of the strength (not nelyetbsaguality) of the received
signal strength in a wireless environment, in arbitrary units. RSSI is usedatiiein a wireless net-
working card to determine when the signal is below a certain threshold ahgbiat the network
card is clear to send (CTS).

RSSI measurements result in a one byte integer value, varying from 0 tde&hding on the
vendor. A value of 1 will indicate the minimum signal strength detectable by tredesis card, while
0 indicates no signal. For example, Cisco Systems cards return a RSSI df00,toeporting 101
distinct power levels. In the case of the testbed under consideration,itRreédMpset used for the
measurements is made by Atheros and this card returns a RSSI value fr@.0 to

Atheros uses this simple formula to convert from RSSI to dBm: power lelshjc= RSST — 95.
This gives a dBm range 6£35 dBm at 100% and-95 dBm at 0%.

RSSI is measured on a Wireless Network Interface Card (WNIC) everyatineacon is broadcast
from another node containing the Service Set Identifier (SSID). Altegito the 802.11 standard, RF
energy from the antenna is measured from the beginning of the Start Erelingter (SFD) and the
end of the Physical Layer Convergence Procedure(PLCP) H&adsrCheck (HEC). This happens
periodically, at an interval specified by the user with the default beingi€l0

Signal strength measurements were carried out by only turning on 2 (bgedé) during each
individual measurement. All other nodes in the grid were off and not tiadiany RF energy. It is
possible to accelerate running the tests by turning all the nodes on, atidgdlae signal strength
between specific node pairs. However, analysis showed that the RE@kyrecorded in this way,
were up to 6dB higher. At the same time, the signal quality (SQ) indicator nataaf the WNICs was
lower, typically by as much as 20 units which meant that there was a much higiserfloor present.
On these grounds, this test acceleration method was not consideradtuey. f

In order to avoid any time dependency of the measured results due to ¢entamitters working
continuously for a period of time, which is shown to be a valid assumption in &igL8, a random
approach was used for the selection of nodes for the test pair.

4.2.2.2 MEASUREMENT RESULTS

Time dependency of the signal was checked by turning on 2 nodes emdlireg the RSSI values
whilst the nodes kept exchanging beacons. A continuous seque@8 nfeasurements which lasted
approximately 30 seconds was made for 100 random combinations of.nddesresults of the
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difference between the mean and the recorded value was then avéovagesth of the 200 time
intervals. The plot of the outcomes is shown in Figure 4.3. This shows a siigletase in the signal
strength which is within 1 dB and can be considered negligible.
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Figure 4.3:RSSI deviation from the mean versus time, measured over a perioded@ids, starting
from nodes being off. After 30 seconds, the change in RSSI was fouadé¢glipible.

The results of the signal measurements between 10584 random nodi@ taér§x7 grid is now
reported. A histogram of the recorded RSSI values is shown in Figure Phis graph shows a
clear Gaussian distribution of data which one would expect from a setafumements representing
signal strength measurements. The confirms the second condition for oppthi@isame results if the
testbed were scaled up [2], namely that the distribution of signal strenlgtésvaround the mean is
independent of distance.

The same set of measurements is now used to compare measured veal&tsdfee space loss
signal strength versus distance in Figure 4.5. The discrete distancasglagiparent for the measured
signal are due to the finite number of possible distances in a 7x7 grid foosgilge links between
each node.

There is a general trend for the measured signal strength to becomeniteakthe predicted free
space loss signal strength as the distance increases. This is most liketly theeeffect of Fresnel
zone interference discussed in Section 4.2.1.4. The large 10dB stateléation for measurements
made with the same distance is due to multipath fading and other issues that kaveaised in
Section 4.2 such as antenna coupling. Overall the result shows a dattesnpvhich matches the
predicted free space loss decay fairly well. This confirms the first conditioobtaining the same
results if the testbed were scaled up [2], namely that there is a linear reldfidnestween mean
power and log-distance.

Exponents of the log shadowing model will be very specific to the roomitond and won't be
easy to duplicate unless microwave absorbing materials are placed on thiowediate and anechoic
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Figure 4.4:RSSI distribution based on 10584 recordings of signal strength fromharamode pairs
on the 7x7 testbed.
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Figure 4.5:Comparison between measured and predicted free-space loss fime@s@nal strength.

4.3 CREATING A MULTI-HOP BASE LINE

In order to establish the baseline for performance of the wireless nodbe igrid, it is useful to
remove any effects of routing and establish the best possible multi-hogtipotiand delay between
the nodes. Figure 4.6 shows a string of pearls 49 nodes long built yngyeazigzag topology in the
grid, using manually configured static routes.
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Figure 4.6:Creation of a string of pearls topology 49 nodes long using the 7x7 grid.

All the radios were set to their maximum power (20 dBm), using 802.11b mode wataaate of
11 Mbps to avoid any packet loss. Throughput degradation due tocuyp in packet-based networks
with single radios has been well studied by Guetal. [38]. The theoretical best case and worst
case throughput in an asymptotic sense is given by Equations 4.8 and 4.9.

AworsT(n) = nlvl;(m (4.8)
Appsr(n) = \V/Vﬁ (4.9)

whereWW = Bandwidth of first hop and = number of hops.

These equations do not take into account effects of the 802.11 MAC fagéwcol or signal
propagation and, as such, present an idealistic case only valid in antasigrspnse. A recent study
[44] by Gupta and Kumar using laptops equipped with 802.11 based rddmeiin offices revealed,
using a least-squares fit, that the actual data rate versus the numbpsdd iven by Equation 4.10.

w
ALms-cupra(n) = g (4.10)

This represents a dramatic difference in throughput after a multiple nunilinerps for 802.11
compared to the theoretical predictions. After 10 hops the measured nesuitss little as 10% of
the theoretical worst-case prediction.

Throughput and delay measurements were now carried out on theidx¥sgrg the mechanisms
highlighted in Section 3.4.

Figure 4.7 shows the results of these multi-hop throughput measurementemapdres them
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to theoretical and previously measured results. The measurements dexédeds pessimistic result
but one which was still less than the worst-case theoretical predictioresa3ymptotic validity of
Gupta’s theoretical predictions is clearly shown for small hop countsevaer 2 hops, the worst
case prediction is actually higher then the best case prediction.
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Figure 4.7:Comparison of 7x7 grid multi hop throughput to theoretical and othersuesl results.

Figure 4.8 shows a least squares fit on the log of both the x and y axésdaghput results ob-
tained with the testbed. This reveals the following function for TCP throughpder ideal conditions
for the grid:

w
ALms—Grip(n) = 55 (4.11)

The delay between node pairs with increasing number of hops betweenigtgtrown in Fig-
ure 4.9. The unloaded network delay follows a simple linear progressioningtbasing standard
deviation due to a larger collection of nodes with non-uniform NICs involagtie link.

4.4 ROUTE COMPLEXITY

The higher the degree of connectivity between nodes in the grid, the rapmelex the routing de-
cision becomes for an ad hoc routing algorithm. The number of edges leawigtering a vertex
gives a good indication of the complexity within a graph. If the signal streisgtigher, the degree
of connectivity within the grid will increase. Although this will potentially desedhe hop count

UNIVERSITY OF PRETORIA: DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER 43
ENGINEERING



CHAPTER FOUR MODELLING THE MESH TESTBED

1.7 NN N S S SRR SN S S S * Log (Grid Lab

' ‘ ; § § § | | | | measurements)
1.6 § ‘ e \ Linear regression,
‘ | ‘ : : : ‘ ‘ Log (Grid Lab
measurements)

Log (Throughput Ratio)

s .

\ i \ i i i i \ i
03 04 05 06 07 08 09 1 11 12 13 14 15 16 17
Log (Number of Hops)

0.4

Figure 4.8:Linear regression of log of the throughput vs the log of the hop courd #i-node-long
chain in the 7x7 grid.

across the grid, it has many other negative outcomes. Firstly it increasesrtiergence time of the
routing protocol, secondly it causes more interference amongst nottesgnid and thirdly it has the
potential to cause more route flapping between pairs of communicating natfhesentain routing
protocols [45].

To illustrate this, Figure 4.10 shows all the possible connections betwees farda 7x7 grid if
the signal radius is greater than or equal/® and less thag in a unit-spaced grid where a path is
sought fromA1 to G7. Some boundary conditions were set which specify that a directed edge to
vertex can only be created if the vertex is closer to the destination than theyseertex.

An algorithm which is illustrated in Appendix A was developed to calculate alsiptes routes
through the grid. The total number of routes possible in this graph is 170®¥tha number of paths
through the grid with equivalent hop count is shown in Table 4.2.

Table 4.2:Distribution of equivalent hop counts in the 7x7 grid with a radius greater thiaaqual
to v/2 and less than 2 in a unit-spaced grid.

Hops | 1-5| 6| 7 8 9 10 11 12 13 14 15 16 17

Routes| O | 1| 42| 490 | 2814 | 9722 | 22320| 35742 | 40746 | 32892 | 18176| 6276 | 1056

To understand how the complexity of the grid changes as the coverdgs icteases, the num-
ber of equivalent hop routes is plotted in Figure 4.11 up to a total of 4 hmpes fadius increasing
from unit length up to the length of a diagonal between the furthest two pomtke grid which is
61/2. The depth of the search was limited to 5 hops due to the search space loeliawgyéofor even
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Figure 4.9:Delay versus hop count for a 49-node-long chain in the 7x7 grid.

a days computation time. For clarity, the smallest hop count category, whichdp< is shown as
the radius increases in Figure 4.12. All these graphs follow a sigmoid eutkiencreasing signal
radius.

The larger the number of equivalent hop routes in a network, the hiarsléor a hop-count-based
routing algorithm to settle on optimum routes. If some damping isn’'t employed tlogthlg will
tend to flap between routes. A special case in point is where the radiusategthan or equal to 1
and less thar/2 where there is only one hop count category of 12 hops with a total of 88dilge
routes. This is the worst case scenario in terms of the number of shatksobptes to the destination.
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Figure 4.10:All possible connections between nodes if signal radius is greater thagual toy/2
and less thar in a unit-spaced grid and all vertices in a path decrease the distance to stiedton.
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CHAPTER FIVE

PERFORMANCE ANALYSIS

Performance is your reality. Forget everything else.

Harold Genee

5.1 INTRODUCTION

Performance analysis of the indoor testbed itself as well as various MANEINg protocols in the
testbed is now carried out. A number of characteristics of each routingqmovere tested; these
are : (a) hop count distribution, (b) routing traffic overhead, (c)ubigut, (d) packet loss, (e) route
flapping and (f) delay. These are well established performance nesasunnderstand how a routing
protocol optimizes routing paths through a network. The following settinge wsed in the testbed
for all the following measurements:

e Channel=6
e Mode =802.11b
e Datarate = 11 Mbps

e TX power=0dBm

5.2 HOP COUNT DISTRIBUTION

The ability to create a multi-hop network in the mesh testbed is a key measure diffilihedd the
lab to emulate a real world wireless mesh network. From signal strength reg@nis in Section
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4.2.2.2 it was clear that the range of the signal can be limited to just under a Mieisesection will
now verify this from the perspective of the routing protocol creating a nmalgi-topology.

Before a comparative study of hop countis carried out between thlsentset of routing protocols,
an initial test with OLSR was carried out using ETX as a routing metric. Thigmgyorotocol and
metric was chosen as it has a built in “graphical topology representagattire, which makes it easy
to visually inspect how effectively the lab creates a multi-hop environmeratddiition to this, OLSR
is a well established routing protocol for static wireless mesh networks.

In order to evaluate how the multi-hop environment evolves as the netwonlsga growing spiral
topology, as described in Section 3.4, was used. A node was added pirtiegery 10 seconds and
the wireless NICs were configured to 802.11b mode, 11 Mbps data rate @ower level of 0 dBm.
Figure 5.1 shows the total number of routes in specific hop categoriassvergrowing number of
nodes in the grid. Up to 5 hop links were achieved with 2 hop links forming tingirtemnt category
after 16 nodes. This shows that a good spread of multi-hop links hasaob@ved in the grid.
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Figure 5.1:Total number of routes in specific hop categories versus a growindeauof nodes in
the grid.

Once all 49 nodes were added to the network, a topology depicted in FHveas created. The
values in the graph are the ETX values for each node pair within radi@ rafngach other. It is clear
from this diagram that there is a lack of uniformity in links formed betweenvedgmt distance node
pairs. This is due to the variation in electromagnetic properties that were Hitgdign Section 4.2.

Now that it has been established that a multi-hop environment is possible, @agsompbetween
AODV, DYMO, OLSR-RFC and OLSR-ETX was carried out. To start withgaywsimple string of 3
nodes was configured and all 4 routing protocols were run on this topoldgs helped to reveal the
routing strategy taken by each of these protocols and whether thesepignal or not by showing
the delay and throughput characteristics. From the results shown ireFsg8ione can quickly see
that AODV'’s “minimizing hop count” strategy resulted in very poor throughpwhereas OLSR’s
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Figure 5.2:0LSR topology using the ETX metric showing good multi-hop characterigtheswire-
less NICs were configured to 802.11b mode, 11 Mbps data rate and pexgéset to 0 dBm. Table
5.1 shows the values in the grid more clearly for a small set of nodes. Rangt@lways chosen such
that the sum of ETX values for all links in the route is minimized.
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Table 5.1:Table of link pairs together with Link Quality (LQ), Neighbourhood Link QuaiMy.Q)
and Expected Transmission Count (ETX) for sample of node pairs inrithalgown in Figure 5.2.
LQ is the percentage of successful packets you received from yotbioeig NLQ is the percentage
of successful packets that were received by your neighld¢litX = 1/(LQ + NLQ). Notice that
not all links are symmetrical.

Source address Destination address LQ | NLQ | ETX
172.30.1.11 172.30.1.12 1 09 | 111
172.30.1.11 172.30.1.13 08| 08 | 1.56
172.30.1.11 172.30.1.21 1 1 1
172.30.1.11 172.30.1.23 09| 08 | 1.39
172.30.1.11 172.30.1.41 08| 0.7 | 1.79
172.30.1.23 172.30.1.11 08| 09 | 1.39
172.30.1.23 172.30.1.12 09| 08 | 1.39
172.30.1.23 172.30.1.13 09 | 07 1.6
172.30.1.23 172.30.1.14 1 1 1
172.30.1.23 172.30.1.22 1 09 | 1.11
172.30.1.23 172.30.1.24 1 1 1
172.30.1.23 172.30.1.32 08| 09 | 1.39
172.30.1.23 172.30.1.33 1 1 1
172.30.1.23 172.30.1.34 1 1 1
172.30.1.23 172.30.1.43 059 | 0.7 | 2.42
172.30.1.23 172.30.1.44 1 09 | 1.11
172.30.1.44 172.30.1.13 0.59| 0.2 | 8.44
172.30.1.44 172.30.1.23 0.9 1 1.11
172.30.1.44 172.30.1.24 0.5 1 2.01
172.30.1.44 172.30.1.33 1 1 1
172.30.1.44 172.30.1.34 1 1 1
172.30.1.44 172.30.1.35 09| 09 | 1.24
172.30.1.44 172.30.1.36 0.69| 0.9 1.6
172.30.1.44 172.30.1.43 0.9 1 1.11
172.30.1.44 172.30.1.45 0.9 1 1.11
172.30.1.44 172.30.1.53 0.9 1 1.11
172.30.1.44 172.30.1.54 0.9 1 1.11
172.30.1.44 172.30.1.55 0.5 1 2.01
172.30.1.44 172.30.1.64 08| 0.7 | 1.79
172.30.1.44 172.30.1.75 09 | 07 1.6
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“minimizing packet loss” strategy resulted in the best throughput even withheehhop count. It is
also clear that OLSR supports asymmetrical links.

ROUTE CHANGES = 2
TP = 436 Kb/s
AODV (@) RT HOPS = 2
RT DELAY = 4.22 ms
ROUTE CHANGES = 0
DYMO TP = 2323 Kby/s
,\j) RT HOPS = 4
RT DELAY = 4.29 ms

ROUTE CHANGES = 0
OLSR-ETX TP = 2453 Kb/s
\_/) RTHoPs =3

RT DELAY = 2.76 ms

ROUTE CHANGES = 2
OLSR-RFC TP = 1257 Kb/s
RT HOPS = 4

RT DELAY = 3.38 ms

Figure 5.3:Topology created by each MANET routing protocol for a simple string aflp& nodes
long.

Finally Figure 5.4 shows a comparison of all 4 routing protocols in terms afigeehop count
versus distance. This experiment used the full 7x7 grid with hop tests éet®wery possible pair of
nodes in the grid. The set of all possible pairs is equal to 2352 (49x48).

It is clear from this graph that AODV is again trying to minimize hop count. OLFFRE tends to
use more hops as links with long distances between them tend to be penaliedtegp downward
hysteresis curve when packets are dropped (see Section 2.4.3 ). P¥WOthe first possible route
it can obtain and doesn't try to continuously optimize for shorter hop linksSRETX has decided
that shorter hops than those used by OLSR-RFC are better in terms of minimpéhket loss.

5.3 ROUTING TRAFFIC OVERHEAD

The ability of a routing protocol to scale to large networks is highly depetrateits ability to control

routing traffic overhead. Routing traffic contains messages that a rquiitgcol needs to establish
new routes through a network, maintain routes or repair broken routeselcan be simple HELLO
messages, which are sent periodically to allow neighbouring nodes todbarrn the presence of
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Figure 5.4:Average number of hops versus distance for full 7x7 grid between sl @8ssible pairs.

fellow nodes, or they can be topology messages containing routing tables.

The amount of inbound and outbound routing traffic as well as the pai@ebf routing packets
was measured as the network size grows in a spiral fashion. Inboutidgaraffic, in this measure-
ment, is the number of routing control packets entering a node, outboutidgdraffic is the number
of routing control packets exiting a node. Overhead was only meastlagka 3. Routing protocols
using broadcast packets will not incur any extra MAC overhead huting protocols which make use
of unicast routing will incur extra overhead in the form of extra ackndgéments (ACKs) as well as
possible Address Resolution Protocol (ARP) requests if an IP addréspresent in the ARP cache.
OLSR only uses broadcast messages to distribute routing information ankasit no extra MAC
overhead is expected. AODV and DYMO on the other hand uses uniaekéfs to sent RREPs to
nodes which will cause a MAC layer ACK each time a RREP is sent. Howewaysis of the data
for AODV and DYMO showed that RREPs make up less than 1% of the routiediead data which
allows one to safely ignore the effect of extra MAC overhead causeduiing control packets.

The measurement process was described in Section 3.4. Once this datalleeted for each
node in the network, the traffic was averaged across all the nodes ietiverik and normalized to
the amount of traffic per second.

Figure 5.5 shows the inbound traffic for all 4 routing protocols and Fi§ueeshows the outbound
traffic. As expected, OLSR, being a proactive routing protocol, skddwe highest degree of routing
overhead. OLSR traffic rapidly increases but then begins to levefteff about 25 nodes due to the
Multipoint Relays (MPRSs) limiting router traffic forwarding. OLSR-ETX hdaktly more routing
traffic than OLSR-RFC as it made use of less hops, as shown in the psesvemtion 5.2. When a
routing protocol has less hops, the coverage of a single node’s rdutiagicast traffic is wider and
adjacent nodes will be receiving and forwarding more routing traffic.
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Figure 5.5:Inbound routing packets per node per second versus increasingaeruwhnodes using a
growing spiral.

AODV showed the highest degree of routing overhead, in terms of nuoflbeuting packets, for
small networks under 14 nodes but quickly levelled off with OLSR overtpl@DV for larger net-
works above 14 nodes. This AODV traffic is a combination of route disgoaed route maintenance
over the 20-second period. The levelling off could be seen as artific@laute was only discovered
between the two furthest points in the network as the spiral grew. This riiedrsome nodes on the
periphery of this link might not have been involved in the route establishmentaltheir hop dis-
tance from nodes involved in the route discovery. However, the conagpesidl holds if comparing
routing traffic to establish a single link between two nodes in a network. Claaswctive protocol
like OLSR will have the advantage that the routing traffic, although highables it to establish a
link between any pair of nodes in the network.

DYMO shows the least amount of routing traffic due to its lack of HELLO p#£kThis is also
due to no further routing packets being transmitted once it has found atmatédestination. The
occasional spikes in the routing traffic are for cases were it took lolegestablish a route due to
possible poor link quality between the nodes involved.

Figure 5.6 shows that the outbound traffic is less than the inbound tratfie asuting algorithm
makes a decision to rebroadcast the packet or not. Each protocol lbasiteechanism to control
the rebroadcasting of routing traffic, OLSR makes use of MPRs and A@D¥xample, makes use
of destination sequence numbers to check if the routing information is new.

Figure 5.7 shows how routing packet lengths grow as the number of nodesse. This is
another important characteristic to analyze if a routing protocol is to scalege tetworks. As
the network grows, OLSR needs to send the entire route topology in TgpGlogtrol (TC) update
messages, which helps explain this steady linear increase with the numimetest rOLSR with the
ETX extension uses a longer packet length due to the extra overheadyihg link quality metrics.
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Figure 5.6:0utbound routing packets per node per second versus increasingamahnodes using
a growing spiral.

AODV does not carry any route topology information in its packets, whigadxs its extremely
small packet length which stays constant. DYMO makes use of path accumwiddich explains its
steady increase in size relative to the number of hops between the twastythiets on the network.

True routing overhead, in terms of the number of bytes/node/secondiigatad by multiplying
the routing protocol by the router packet length. Based on this, AODV \ailelthe lowest routing
overhead and OLSR-ETX will have the highest.

5.4 THROUGHPUT, PACKET LOSS, ROUTE FLAPPING AND DELAY
MEASUREMENTS

The ability of a routing algorithm to find an optimal route in the grid will be expdsgds through-
put, packet loss and delay measurements. Route flapping, which is alises@lphenomenon in
wireless mesh networks [45], can also have an effect on the perfoemdnhe network. Through-
put, packet loss, route flapping and delay measurements were grogjedioktoin order to check for
causal relationships between these measurements, for example oneckif cbute flapping tends
to have an effect on throughput.

In order to evaluate their performance, a series of tests were done wigtagireg complexity. To
start with, a simple case was constructed using a 7-node string of peards toutng performance.
This was followed by three adjacent 7-node columns of 21 nodes adly fima full 7x7 grid of 49
nodes. Each of these cases will now be presented in turn. These &ekbydo understanding if a
routing protocol is able to scale-up to larger networks or not.

The results will be presented in tables and each of the table headings isistmssid to help
understand what each of these mean. The detail of the measuremerggcan be found in Section
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Figure 5.7:Average routing packet length growth versus increasing numberdgso

3.4.

1. Forward hop count is the number of hops taken to a destination in one direction only. A
different number of hops may be used on the return path in cases wieerauting protocol
supports asymmetrical links. This is measured with the ping tool over a pefrib@l seconds
with the last established forward hop count being reported.

Rationale: Hop count together with other metrics such as throughput allow a rémsraa
understand the sensitivity of performance to the average number o$balgused by the routing
algorithm.

2. Route changedepicts the average number of route changes for all the node pairsdhat w
measured, for example, if one pair had 0 route changes and anothkagaine route change,
the average number of route changes would be 0.5. This is measured wiihgHeol over a
period of 10 seconds.

Rationale: Route changes have a possible positive or negative effect. Too margyahanges
or continuous "route flapping” cause a loss in throughput due to datefsaeaving to contin-
ually wait until a new route is established before being sent over the Hetwtmwever, too
few or no route changes probably mean that the routing protocol is faenizing and may
not be discovering potentially better routes in the network. Having this metrathiegwith
other performance measures such as packet loss and throughpetuoitiate whether route
flapping for a specific routing protocol had a positive or negativecetia the performance.

3. Packet lossdescribes the average number of packets that were lost for all node&lpeng the
measurement period. This is reported by the ping tool and was measwed period of 10
seconds.
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Rationale: Packet loss is a key measure of how optimal routing paths, chosen BcHisp
routing protocol, are. A comparison of packet loss between variousgoprotocols will
quickly help expose strong or weak routing algorithms used in the contdRiso$tatic mesh

network.

4. Delaydescribes the average round trip time taken by an 84-byte IMCP paclathode pairs
tested using the ping tool over a period of 10 seconds.

Rationale: Delay to some extent should map to the numbers of hops used by a spadific ro
but on the other hand delay will also be caused by other factors suckeafeliance or poor
quality links. Delay is an important measure when considering sending reatiitaeover a
mesh network.

5. Throughput describes the average TCP best effort throughput in an unloatiedrkdetween
all node pairs over a period of 10 seconds using the Iperf tool. If a Emnot be established,
the throughput is 0 and this is still included in the average calculation.

Rationale: This is the most basic performance measurement in any network and istifieofe
a multiplicity of factors such as the raw data rate chosen, the multiplicative effdee quality
of the individual links along the multi-hop route as well as issues such as flapping and
interference. A routing protocol falls or rises on this measurement.

6. No link describes the percentage of links out of the total number of possiblepaidethat
couldn’t be established when using the ping tool.
5.4.1 RESULTS FOR A STRING OF PEARLS 7 NODES LONG

This is the simplest multi-hop environment that can be created. Complexity isdkephinimum and
very few multiple equivalent routes are possible. Table 5.2 summarizessthiésrior all 42 possible
pairs in a 7-node string of pearls topology.

Table 5.2:Comparison of throughput, delay and packet loss for a 7-node stripgars topology.

Forward | Route Packet | Delay (ms)| Throughput (kbps) No link
hop changes | loss (%)
count (%)
AODV 1.33 0.43 11.19 37.24 2723.36 2.4
DYMO 1.52 0 9.52 3.65 2907.67 0
OLSR-ETX | 1.43 0.1 8.57 27.56 2730.69 0
OLSR-RFC| 1.67 0.76 2.14 5.35 2923.64 0

OLSR-RFC had the highest number of route changes and forwardowepshe 10-second mea-
surement period but had the best average throughput and the leasttavhpacket loss. The route
changes were therefore constructive and converged the link towardse optimal route. DYMO
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achieved the best performance in terms of delay. Only AODV had 1 case=\ilie routing algorithm
could not establish a link.

In order to understand the distribution of throughput for all the 42 paitlsemetwork, a cumula-
tive distribution function is shown in Figure 5.8. The graphs are very simiee for the fact that
AODV and OLSR-ETX have approximately 20% of their links unable to achawethroughput in
the 10 seconds that they were tested. There are also clearly noticeabdtadidusters of throughput
categories around approximately 2100 kbps and 4200 kbps, which t® diigcrete average achiev-
able throughput at 1 and 2 hops respectively.

Overall there is not a large amount of noticeable difference betweea thasng protocols for
small networks like this. From these results and others that are showntl&ealear that although
a ping packet may be possible between a node pair, this does not geaaagtasable throughput
when testing a link. Throughput tests are far more taxing on link due to théiehlauffer sizes (8k
in this case) and during the 10-second throughput test with the IPerffttra, first large packet that
is sent is not acknowledged, the throughput is recorded as O.

More detailed graphs of performance are only shown for the next tetioss where the grid
complexity increases and the difference between the routing protocamieeanore marked.
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Figure 5.8:Throughput CDF for 7-node string of pearls.

5.4.2 RESULTS FOR 3X7 GRID (21 NODES)

The complexity is now increased somewhat and the routing algorithms cantbedinose between
many alternative routes due a band of adjacent nodes on the line betweasydth pair being tested.
Table 5.3 highlights the results for all 420 possible pairs.

AODV was clearly the worst performer in terms of number of failed linksrage throughput
and average delay. OLSR with ETX achieved the best average thragftb the lowest number of
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Table 5.3:Comparison of throughput, delay and packet loss for 3x7 grid.

Forward | Route Packet | Delay (ms)| Throughput (kbps) No link
hop changes | loss (%)
count (%)
AODV 0.97 0.46 43.62 148.17 1245.23 30.0
DYMO 1.54 0.09 26.88 58.41 1701.69 13.3
OLSR-ETX | 1.28 0.08 24.05 38.92 2899.34 16.2
OLSR-RFC| 1.9 1.66 8.76 34.57 2113.12 4.7

route changes, whereas OLSR-RFC achieved the best delay, loaedst poss and least number of
unsuccessful links with a relatively high number of route changes (h&bges in the 10-second test
period).

Figure 5.9 shows a full set of performance metrics for the 21-node miemthe distance be-
tween the nodes increase. There is a clear difference between thermefrgbed readings for ping
tests and the number of good readings for TCP throughput tests, Asdesioefore, throughput tests
are far more taxing on a link due to their higher buffer sizes which can le@déouts due to the TCP
window size become very large in poor links. OLSR-RFC showed the makénes to distance in
terms of maintaining a high percentage of good links.

Average throughput was remarkably similar amongst the various protasdise distance in-
creased, which is clearly deceptive judging by the actual averagesn#aas that there is an un-
balanced distribution of data points at each of the distance classes.gévemaket loss appears to
increase fairly linearly with a wide amount of scatter as distance increlaseagain AODV shows
the weakest performance here, with packet loss increasing venjyraytti distance, OLSR-RFC
showed the lowest packet loss as distance increased.

A very clear relationship between route changes and distance is séba @t SR-RFC protocol,
which increases fairly linearly and begins to level off after about 4 m.tRohbanges in DYMO and
OLSR-ETX were almost impervious to distance. Delay increases linearlystaaaly rate for all
protocols other than AODV which shows a very rapid delay increase.véisage hop count is the
lowest of all the routing protocols, which should normally lead to a low deldyablit has chosen
very poor longer range links this has instead made its delay the highest athtregother protocols.

The cumulative distribution function shows that AODV had a 50% link failute vehen carrying
out throughput tests. OLSR-RFC had the lowest link failure but most dhtteeighput was clustered
in the lower &2100 kbps) range, probably due to non-optimal high hop count. OLBR{ad a
strong clustering pattern in the upper4000 kbps) region and DYMO had the highest peak in the
2100 kbps range due to its low hop count.
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Figure 5.9: Performance metrics for routing protocols running in a 3x7 grid (see AdpeC for
larger versions of these diagrams).
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5.4.3 RESULTS FOR FULL 7X7 GRID (49 NODES)

Maximum network complexity is now used by activating nodes in the entire 7ii grable 5.4
highlights the results for all 2352 possible pairs.

Table 5.4:Comparison of throughput, delay and packet loss for full 7x7 grid.

Forward | Route Packet | Delay (ms)| Throughput (kbps) No link
hop changes | loss (%)
count (%)
AODV 1.36 0.53 71.22 117.87 773.33 60.6
DYMO 2.2 0.11 32.81 64.72 1165.66 17.6
OLSR-ETX | 1.84 0.25 24.05 68.84 1187.57 19.2
OLSR-RFC| 2.28 2.34 22.22 67.44 1330.05 16.2

AODV was clearly the weakest protocol in this scenario, with more than haliriks achieving
no route at all. All the other protocols performance metrics were very closethe whole OLSR-
RFC was marginally better than the rest, achieving the top average thraughgaf 1330 kbps.

Figure 5.10 shows a full set of performance metrics for the 49-nodeonletas the distance
between the nodes increases. The drop-off in percentage of gosddin&w even more marked than
the case for 21 nodes. AODV falls off even more dramatically than the previase reaching almost
0% good links after 4 m.

All the other graphs show very similar characteristics to the 21-node thsetban the cumula-
tive distribution graph. The CDF shows a far flatter throughput perfoomaompared to the previous
case but DYMO, OLSR-RFC and OLSR-ETX now exhibit very similar thiqugt distribution, all
having about 40% link failure for throughput tests. AODV had close to &p9ts links unable to
achieve any throughput.

These results demonstrate how network performance quickly degradab fouting protocols
as the network size and complexity increases. AODV showed the most drategtedation as the
number nodes and node density increased. As can be expected, awibekrsize increased and
more possible routes were available in the grid and the amount of route figgdpmincreased which
had a negative impact on throughput and packet loss except in theft@isSR-RFC. OLSR-RFC
using its hysteresis routing metric appeared to perform the best ovepatially as the network size
increased. This was also experienced by Huhtonen [36], who adabémat increasing node density
favoured OLSR over AODV.

The ETX routing metric [16] was developed to improve the performance wting in static
wireless mesh networks where hop count was was not suitable. Hov@vBR-ETX appeared to
perform worse than OLSR-RFC overall but this could be becauserbgstés better at quickly con-
verging on more optimal routes in a highly dense mesh like this indoor wirelesagits condition
for considering a link established is stricter than the condition for dropplimdka
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Figure 5.10:Performance metrics for routing protocols running in a 7x7 grid (see AppeD for
larger versions of these diagrams).

UNIVERSITY OF PRETORIA: DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER 62
ENGINEERING



CHAPTER FIVE PERFORMANCE ANALYSIS

5.5 COMPARISON OF THROUGHPUT RESULTS AGAINST BASELINE

Finally Figure 5.11 shows the routing protocol’s performance comparedetaéal multi-hop net-
work that was set up in Section 4.3. AODV could not be compared due tod3@&& links failing to
achieve any throughput.

The baseline presents the best possible throughput the routing protocdds achieve in the
indoor wireless grid. OLSR-RFC reaches the baseline for the first 8 Aog then begins to drop
off the target after 4 hops. DYMO comes 2nd at achieving the best thpaigip to 3 hops with
OLSR-ETX very close behind and overtaking DYMO after 4 hops. Gspialoor measurements are
about 12% lower than any of the other protocols on this graph. This deratessthat the conditions
in the lab are far better than making use of offices to create a wireless testdedlying on office

walls to attenuate the signal.
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Figure 5.11:.Comparison of routing protocol throughput to baseline.

5.6 A CHALLENGE TO THE ETX METRIC

The performance analysis that carried out so far has revealed thaT ¥ enetric used with OLSR
does not perform as well as using the standard hysteresis routing mdigcection will now revisit
the ETX metric in real networks and calculate whether it accurately prediagher a specific multi-
hop path is optimal.

Consider a simple network shown in Figure 5.12.

ETX values were calculated based on Equations 5.1 and 5.2
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A B C

D

Figure 5.12:Simple 4-node string of pearls topology with 1 hop and 3 hop routes.

1
 LQ x NLQ
ETX'yp=ETXap+ ETXpc+ ETXcp (5.2)

ETX (5.1)

Two routes are possible in this graph between A and D; a single hop rout¢edeby ET X 4p
and a 3-hop route denoted B" X', ,,.

If the links were all perfectly symmetrical links with no packet losses thendheviing ETX
values would be predicted for all the single-hop paths from A to D showrgimions 5.3 to 5.6.
The multi-hop ETX value for the path from A to D is shown in Equation 5.7.

ETXap=1 (5.3)
ETXpc =1 (5.4)
ETXcp =1 (5.5)
ETXap =1 (5.6)
ETX'yp =3 (5.7)

Since ETX is a prediction of the average number of packet transmissiamnsa@fpr a successful
packet to arrive at its destination and vice versa, the throughput, in ioetidn, expressed as a
fraction of the maximum achievable throughput, if all packets were suitteissthe inverse square
root of this.

Nip = — e
VETX,

Gupta’s best case throughput prediction expressed as a fractioa thirdughput of the first hop

(5.8)
is given by Equation 5.9.

Apgst(n) = \/15 (5.9)
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For perfectly symmetrical links with no packet loss these equations becomaleqt and the
prediction for throughput as a fraction of the first hop throughputismgby Equation 5.10.

1

But a model developed in ideal conditions in the mesh lab reveals a modetdoigtiput given
by Equation 5.11:

1

Throughput expressed as a fraction of the first hop throughput3afteps in a live network with
no losses is given by Equation 5.12:

1

This shows that the predicted losses using the ETX algorithm are out bsta faf almost 2
compared to the actual losses that will be experienced, even in idealndtions for 802.11. Anal-
ysis of the results for this specific scenario shows that ETX will only caleulae correct routes
with the following conditions: The percentage of successful packet&TokK 4 p is less than 34%,
in which case it will corectly choose the multi-hop route7" X", ,,, the percentage of successful
packets forET X 4 p is greater than 58%, in which case it will correctly choose the single-hate ro
ETX 4p. Any value between 34% and 58% will result in ETX incorrectly choosingntigti-hop
route, ET X', .

If ETX was modified to correctly predict optimal routes in all circumstancegoiild lead to
routes with shorter hops being chosen. This seems counter intuitive, 3R @ith hysteresis per-
formed better with a higher number of hops, but reveals that the optimal dwamt search space
consists of local maxima and there is not a single clear optimal average tiop co

In the future, a weighted ETX calculation could possibly be used whichshits®eights on live
network measurements to more accurately predict optimal paths over multi-kep lin
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CASE STUDY OF A RURAL MESH NETWORK PILOT

Nothing is more satisfying than moving from the discovery of new knowledggng
that knowledge to make the world a better place to live in.

6.1 INTRODUCTION

Once it was established that Optimized Link State Routing (OLSR) was a gogzkaif protocol for
static wireless mesh networks, it was then used as the routing protocabioedbor building a rural
wireless mesh network pilot. The ETX routing metric was used as it showeagt@érformance for
medium sized networks and it allows one to graphically inspect the quality dihtte

This pilot network was used to learn if a network such as this could feasibljige Internet
access and local services such as VoIP to a rural community. It wasisésbto learn about the
practical and social issues that are encountered when building a Redfitbis nature.

Community wireless networks in rural areas are starting to emerge in dewglagjions around
the globe. Some examples of these networks are: the Dharamsala Communlgs¥idesh Net-
work [46], mesh networks being set up by CUWin in Ghana [47] and léstgudce wireless networks
being set up in Rwanda, Ghana and Guinea Bissau by the TIER grouphargity of California,
Berkeley [48]. Some of the key issues that make rural wireless netwmilisie are long distances
between nodes, single, low bandwidth gateways to the Internet, high fcbgemet connectivity,
lack of reliable power and low technical skill levels of people in the area mdexl to maintain the
network. Often what might not be an acceptable level of service in aanwatea is considered a good
level of service in a rural area.

There are currently two approaches to the construction of community vaneédaorks. The first
consists of a highly planned network with some nodes having multiple radiceutia chosen an-
tenna configurations and IP addressing structures to engineer hidjhydjnks with good throughput.
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The second approach makes use of single radio nodes, omni-direeti@hdirectional antennas and
flat IP addressing schemes. The first approach is what one commatdyoicurring in urban areas
where there is a high degree of ownership and skill level at each installdte second approach is
more ideally suited to rural areas where simplicity and cost take precedeacservice quality.

This Section evaluates the performance of a simple single-radio mesh netwaiikg the OLSR
protocol consisting of 9 nodes in a rural area of approximately 15 sddl@mmeters in South Africa.

6.2 PEEBLES VALLEY MESH DESIGN

The Peebles valley mesh network is deployed over an area of aboutid&eddlometers in a rural
area near the Kruger National Park in South Africa. The network wastbiexplore a least cost
802.11 network to supply Internet connectivity, being supplied to an Aid&c This connects to
surrounding schools, homes, farms and other clinic infrastructureghrthe mesh network. The
Aids clinic, which is a non-governmental organisation (NGO) funded bliaampaceutical company
social grant, has brought hope to over 700 patients in the area oveydaesiit has been running. The
VSAT Internet connectivity, which is provided free of charge by arsoo, is usually underutilized
every month, with clinic users only using approximately 60% of the availablevaigith each month.

The satellite link provides 2GB per month at a download rate of 256 kbpsranglaad rate of
64 kbps. Once the 2GB capacity limit is reached, the Internet connectiaha$f cintil the beginning
of the following month and no spare capacity can be carried over to the fatjawonth. This spare
capacity is shared to users in the mesh network free of charge, but bas&refully managed by a
firewall to ensure that their usage does not effect the clinic’s Intewagtability.

Figure 6.1 is a map showing the Peebles valley mesh. The area is mountainding afdite is
not always easy to achieve unless you have some good elevation. dfoplex no link is achievable
between D and E due to the mountainous terrain. A valley runs down the cédritre map which
divides wealthier farming land on the left from a poorer tribal community orritite. Line of sight
is usually possible across the valley and links tend to zig-zag between el@aites on either side of
this valley. The dotted lines between the installations show the routes that tHe @ufng protocol
has configured. A scale on the map is shown on the bottom left to give aroidée distances
involved. Each solid dot represents a wireless node and an empty deseefs a close cluster of
nodes shown in the circles.

6.2.1 HARDWARE

The key decision criteria when choosing hardware for the project wsis cThe cheapest off the
shelf items that were available at the time where the Linksys WRT54G wirelagssso These are
single radio 802.11 b/g routers which are capable of being re-flashed witmpletely new operating
system. They have a 200MHz CPU on board and use flash based memonyowfdis or other

moving parts. These devices are designed for indoor use and thedustusas to re-package the

UNIVERSITY OF PRETORIA: DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER 67
ENGINEERING



CHAPTER SIX CASE STUDY OF A RURAL MESH NETWORK PILOT

Figure 6.1:A map of the Peebles valley mesh. Each solid dot represents a wirekdss Ao empty
dot represents a close cluster of nodes shown in the circles. The ariee deft is wealthy farm land
and the area on the right is poorer tribal land.

electronics so that it can be mounted on an outside mast.

An open enclosure is shown in Figure 6.2 mounted on a house on one afrthe fPower was
injected over the Ethernet cable using a Power over Ethernet (POEdoinbevice. This helped
simplify the installation, as only a single cable needed to be run between theooutao and the
power source and PC which are normally located in the same place. Theftgpédoor antenna
that was used depended on the range and radiation pattern needechtottea nodes in the mesh.
A Cantenna installation was also tested in the mesh at one of the house installdtisns also
shown in Figure 6.2. Cantennas are low cost antennas which use tincansaveguide to boost
the antenna gain. Table 6.1 gives some detail about the features of @dehvhich includes their
antenna characteristics, whether they were indoor or outdoor noddgbeapaths they typically use
to get to the gateway node.

6.2.2 SOFTWARE

A standard Linksys WRT54G does not come with any mesh functionality.derdo turn the device
into a mesh router, a new operating system and the mesh routing softwaetod®e installed on
the unit. Freifunk, a group of open source wireless developers in Bbdive developed a piece of
firmware which packages a tiny version of Linux called OpenWRT, the Otd&fng protocol and
some web based user interfaces. This firmware was used in the projectomith modifications to
enable remote traffic monitoring and bandwidth management.
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Table 6.1:Description of features of each mesh node. The node labels cor@sygtnthose on the
map. The Hops column shows the number of hops to the Internet gadegaie “Path length to
GW” column describes the total path distance along the OLSR selected raine GWV.

N Description Type Antenna Hops | Path length to GW OLSR
Route
to GW

A ACTS Clinic (GW) Outdoor 12dBi Yagi 0 50m -

B | ACTS Accommodation Indoor | 2.14dBiDipoles| 1 50m BA

C ACTS Flats Outdoor 8dBi Omni 1 90m CA

D USAID Farm Outdoor| 8dBiFlatPanel| 1 620m DA

E Nut Farm Outdoor 24dBi Grid 3 7.66km EGDA

F Nut Farm office Indoor | 2.14dBi Dipoles| 4 7.76km FEGDA

G SAKHILE School Outdoor| 8dBi Flat panel| 2 3.02km GDA

H Nurse Home Outdoor Cantenna 3 3.33km HGDA

I ACTS Hospice Outdoor 24dBi Grid 2 3.94km IDA

6.2.3 GATEWAY

The mesh node which acts as a gateway to the Internet needs to be abléréd tbenamount of

bandwidth each user on the mesh is allowed to use. To fulfil this function sgteebunting func-

tionality was installed on this hode using some scripting and standard Linuxdptalles. Each user
was allocated a set amount of bandwidth per month and once this was usieslyupeeded to wait
until the beginning of the following month before they could access the lettexgain. The clinic

agreed to make 400MB available to the mesh network and this was then skasedb all 10 nodes
in the mesh network, giving each user about 40 MB per month on averagefault route to the

VSAT Internet link was advertised to the entire network using the OLSR potisodynamic gateway
feature.

6.2.4 SERVICES

In order to make a rural mesh network a rich user experience, a widg afilocal services were
installed on a server in the mesh. As Internet traffic is expensive and linciteating a high degree
of localised traffic is a key strategy for any rural mesh network desigtene are some of the services
that were made available:

1. DNS Serverin order to make finding nodes on the mesh simpler, a DNS server was installed
and each mesh node was given a host name. In the future a distributedddN& could be
explored which can potentially run on each mesh router and can starterppats of the mesh
are isolated due to link failures.

2. Proxy server:There are a number of reasons to run a proxy server. Firstly saviagpensive
Internet traffic is vital, secondly there are a number of automated updatasithon Windows
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Figure 6.2:0Outdoor mesh node with repackaged Linksys WRT54G electronics in goveatealu-
minium case. The picture on the left shows an installation at node D is usingnmeccial 8dBi flat
panel, the picture on the right shows an installation at node H which is usimgreelmade Cantenna.

machines in particular and these can quickly use up a user’'s bandwidth gitbout their
awareness. A proxy can also be used to block these automated updetgmoXy was set up
in transparent proxy mode so that all port 80 traffic was automatically ddotéhe server and
the user didn’t need to enter any proxy settings on their web browser.

3. Local Ubuntu Linux repositorytJpdating Linux-based machines or installing new applications
over the Internet is a bandwidth-costly exercise. The latest releadsunitWLinux is mirrored
on the server every 6 months by manually bringing a copy on a hard dritleetsite and
copying it over to the server.

4. Asterisk server:VoIP is a key applications on rural mesh networks which can save a large
amount of money due to the high cost of mobile phone calls. Asterisk, whichojzea
source/free software implementation of a telephone private branchregel{RBX), was in-
stalled and two VoIP phones were installed to connect the clinic and the kos$pithe future
any user on the network can use a software/hardware based Vaheé phgwhere on the mesh
to communicate with each other for free.

5. Samba serverSamba is a useful service to allow users to share files amongst eachRather.
example, if someone downloads a particular service pack they can pubit samba file server
for other users to access and avoid duplicating the download.

6. Local school WikipediaWikipedia has become an invaluable reference tool for finding basic
information on topics of interest. The school can use this as a resourtieeibteachers and
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learners. This is particularly vital for them, as school learners ofteft dave access to proper
text books or reference books. A local sanitised Wikipedia which hakeaobaimed at school
learners was installed on the server for this purpose.

6.2.5 CONFIGURATION
6.2.5.1 ADDRESSING

All the nodes in the mesh network were given static IP addresses, in tradephP range, for their
Wireless and LAN ports. The following scheme was followed: Wireless iesses were 10.1.1.x
and the LAN IP addresses were 10.2.x.1. A DHCP server is run on eatshwhich hands out a
block of addresses to clients connecting to the mesh node. All wireless @modeclient devices
are reachable from anywhere on the mesh due to OLSR’s Host Netwdattess (HNA) advertising
mechanism which adds the LAN side IP address block in the routing tableathall nodes.

6.2.5.2 802.11 AND OLSR SETTINGS

The Linksys WRT54G's are capable of 802.11b or 802.11g mode ofatiper The nodes were all
set to auto select between b/g mode based on the signal quality availablsigilestrength varied
greatly in the mesh which meant that some nodes were switching down to 8@2Mldfs and others
were using 802.11g mode at 24 Mbps data rates. Signal strength wasl€& oW, which is the
legal limit in South Africa in the 2.4 GHz ISM band although the legal Effectedrépic Radiated
Power (EIRP) limit, which is also 100 mW, is broken to establish long range liriksdirectional
antennas. The OLSR routing protocol was set to use RFC recommended gther than the routing

metric which was set to ETX.

6.3 EVALUATION

The results that will be presented were derived from a set of varioasunement processes that are
outlined here, the methodology used being strongly based on work dddéTbiRoofnet [32].

1. The TCP throughput is the result of one-way bulk transfers of dQ€ce buffers of 8192 bytes
each being sent between each pair of nodes in the mesh. A standarddahaalled ttcp was
used for this test and throughput is measured as the number of bytestieadelivered to the
receiving node. This process is repeated 3 times and an average is fcallgled.

2. The latency is established by sending 84-byte pings once per saubtitezaverage round-trip
time is recorded.

3. All tests are done with RTS/CTS disabled as this did not improve the penfioamad the mesh.
Other researchers have reported similar findings [42].

4. Hop count was recorded by examining the routing tables generatetd®{ @n each node.
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5. All radios were set to auto-select 802.11b or 802.11g mode as web d@ath rate being used.
This will be dependent on the signal strength being reported by the radio.

6. The Peebles valley mesh normally provides Internet access to uskttsiswas not disabled
during these experiments. However, as will be discussed later, the Hpougf the satellite
link compared to the throughput of the links in the mesh is significantly lower arean if
there was some Internet traffic, it would have had a small effect on sdtse

6.3.1 THROUGHPUT AND DELAY PERFORMANCE

Figure 6.3 shows the distribution of TCP throughput among all pairs of modéhe mesh. The
average throughput is 2324 kbps and the median is 1276 kbps. Theuistrilbf throughput can
be understood by hop count between pairs as well as other envirorrfantais such as distance
or obstacles such as trees or buildings. Hop count plays the largesh rdégermining a drop in
throughput and Table 6.2 illustrates this. Figure 6.4 shows the througlifuits\standard deviation
as the number of hops increase. The high degree of standard deviadios is different data rates
being selected, based on signal quality between links and the wide rardjstarices as well as

obstacles, such as trees, between nodes.
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Figure 6.3:Cumulative distribution function.

The performance of the Peebles valley mesh can now be compared to thiosénaloor testbed
and previous measurements carried out by Gupta. All these resultseaented together in Figure
6.5.

The Peebles valley results are almost identical to those that Gupta experiwhen carrying
out multi-hop experiments with laptops between offices. This shows that the mopltihroughput
exponent index, shown in Equation 6.1 is dependent on the link budgeéde nodes. This link
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Table 6.2:Average TCP throughput and round-trip ping latency between eachipalre network,
arranged by the number of hops in route chosen by OLSR.

Hops Pairs | Throughput (kbps) Latency (ms)
1 23 4867 4.69
2 24 1593 4.98
3 14 812 5.78
4 9 571 5.8
5 2 336 7.3
Avg: 2.21 | Total: 72 Avg: 2324 Avg: 5.71
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Figure 6.4:Effect of number of hops on throughput.

budget can be low because of distances between nodes, obstackesiosd of lower gain antennas
being employed. The 7x7 grid results, using ideal conditions, shows Ipettiarmance due to no
packet losses being present in the network.

A linear regression on the log of the x and y axis for the throughput inlPe&falley was carried
out using a least mean squares fit. This reveals a slope of 1.62 whichestal@8 discovered by
Gupta in his indoor trials. The predicted throughput for this network is thas/s by Equation 6.1.

w
APEEBLES(N) = 16 (6.1)

This formula can now be used to extrapolate how many hops result in aagavérroughput
which is less than the 256 kbps VSAT satellite link being used. If the averggibe throughput for
one a single hopl¥) is set to 4867, the predicted average throughput is 267 kbps aftgrHamal
208 kbps after 7 hops. The bottleneck to the Internet in this unloaded rkebemg caused by the
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Figure 6.5:Comparison of theoretical, indoor and outdoor throughput.

mesh network occurs only after 7 hops.

Tables 6.2 also shows round-trip latencies for 84-byte ping packets to tsthealelay on an idle
network. Interactive latency is acceptable when there is a single usez optiork. The average user
will experience 5.71 ms of latency between any pair of nodes. A VoIP phaséeen set up at point
A (ACTS clinic) and point | (ACTS Hospice) and no noticeable delay is égpeed in this two hop
link even when there is some Internet activity. Figure 6.6 shows the ambdetay with standard
deviation as the number of hops increases. What is noticeable is that @adnly introduces an
average 0.5 ms increase in latency whereas the application and the kackedspear to add about
another 4 ms of delay overhead. In a loaded network these figures wsaldignificantly due to

gueuing and interference in the network.

6.3.2 INTERNET USAGE PATTERNS

As described earlier, a small portion of Internet bandwidth was allocatel @ser and once this is
used up it is was not available again until the following month. Users couldever, request to be
allocated additional bandwidth and if the ACTS clinic usage was fairly low thdiqular month,
more bandwidth could be allocated on a case by case basis by an administrator

The cumulative bandwidth used at each node is shown in Figure 6.7. Wkerkad never been
exposed to the Internet, such as the nurse’s house and Sakhile $obadlijt difficult to understand
how to control their bandwidth usage. More training is needed on how tbarsdwidth sparingly;
for example, you will notice that the 40 MB allocated to Sakhile school wad within 4 days.

The nurse’s house makes use of a cantenna installation as shown in&@uirer first daughter
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Figure 6.6:Effect of number of hops on delay.

lives at home looking after her baby and doesn’t have a job. As a seiis one of the most prolific
users of the Internet. One of her other daughters used the Interpplieslby this project, to find a
job and is now part of the formal economy in another part of the county.fikst daughter uses the
Internet for social networking, growing her IT skills and looking forgolAs this site belongs to a
staff member of the clinic, extra bandwidth has been allocated if spareigapas available. You
will notice the graph plateaus at some points and then ramps up again; thisualy when extra
bandwidth was requested and there was a delay of a few days befae #ctwally allocated.

Some of the reasons for the lack of activity of other users is the availabili®¢gah the area to
the wealthier farmers such as the nut farm (node E and F) and USAl: (D). Convenience is a
priority over cost for these users and the process of reconfigurgigdbmputer to connect to the
mesh is seen as a burden even though it can give them some free bandwigltites are, however,
important for connectivity to other areas in the mesh. Guests who visit tifamuiand USAID tend
to be the main users and one of the business partners on the nut farmpegrtdhave a 3G account,
is an occasional user of the network.

Another useful usage pattern to observe is the amount of outboungswbesamount of inbound
traffic from the Internet. Table 6.3 shows these statistics for a months asagell as the percentage
of the total traffic which was inbound. A high percentage of inbound tradf§ is the case at Sakhile
school, shows a typical asymmetric web usage pattern. When this apgsdé@ipercent, as is the
case with ACTS accommodation, the nurse’s home and USAID, it revealsharhiggree of social
networking being carried out with applications like instant messaging anct@geer VoIP. This
correlates well with the type of users in question; for example, the ACT8naimmdation block is
used by overseas visitors to the AIDS clinic and they use the network tespamd with friends back
home. The nurse’s first daughter, as described earlier, uses therkdbacorrespond with friends
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Figure 6.7:Internet usage pattern.

around the country. The hospice node only has a VolP phone to makeaihtatls to the clinic and
so no Internet traffic was observed there. The nut farm main node isysis@d as a repeater to the
office node, so all Internet traffic is only observed coming from theeffiode’s IP address, which is
why no traffic is observed there either.

Table 6.3:Internet usage pattern of users during the month of August 2007.

N Description Inbound (KB) | Outbound (KB)| Total (KB) | % In
B | ACTS Accommodation 9945 7997 17942 55
C ACTS Flats 3447 1171 4618 75
D USAID Farm 26073 33308 59381 44
E Nut farm 0 0 0 0
F Nut farm office 10853 3074 13927 78
G Sakhile School 37491 1765 39256 96
H Nurses Home 52123 49238 101361 51
I Hospice 0 0 0 0

Windows machines connecting to the mesh network would often launch autorpdttes with-
out the user’'s awareness. The transparent proxy service installdte ;metwork allowed a rule to
be configured on the proxy which blocked all access to these updaties:. pdates that need to be
blocked were virus update programs which also run without the usedarseawss. A better approach
to automated updates, in bandwidth constrained environments, is to placesalsdrgice packs and
virus updates on the shared server to prevent users duplicating conowatodds.
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6.3.3 BEHAVIOURAL PATTERNS OF USERS

Exposing the Internet for the first time to users, brings with it a certain atnofuresponsibility.

Although the Internet brings people a wealth of information, it also brings Wvitany potentially

harmful aspects. Keeping a community-based mesh network running gisioeiea good level of
stewardship by the users. Some of the key behavioural patterns welbsemved are:

e First-time Internet users were easily fooled into believing they had won buiges of money
by Internet scams which typically manifest themselves as pop up scregmsipiblockers can
partly prevent these kinds of problems but more importantly, educating aaamot believing
everything that the Internet presents to them is vital.

e Personal information, such as mobile phone numbers, was freely shametthe Internet. Iden-
tity theft and banking phishing schemes are rife on the Internet andnseddo be made aware
of these dangers.

e There was little conceptual understanding of what type of Interneteusagsumes large
amounts of bandwidth. A graph was available from a web site which showed percent-
age they had consumed but wasn’t viewed by users due their lack efstadding of graphs.
A more tangible mechanism is needed on a PC which has a visible decreasirigroshen
bandwidth is consumed.

e Up-time in the network was often severely hampered by users unpluggimgethépment.
Plugging mesh nodes into a wall socket might not always be the best sahstitrese might
sometimes be needed for other electrical devices when the Internet isingtused.

e Viruses were very common on Windows machines and these machines oéidadnt® be
formatted and Windows reinstalled. Using Linux based systems minimzes thef ngki®
attacks as well as being free. But users, such as teachers at tiog sedre afraid to embrace
an unknown operating system as they saw this as an extra hurdle to atyalitigult task of
becoming IT literate in Windows.

e Instant messaging tools such as Skype have proved to be a very vdiediilae for inexpe-
rienced users in the network. Users would often message more expetigsers in the cities
to find out how to fix a computer problem or set up a new application. It wels passible to
remotely log into the mesh network and fix a problem on a PC while messaging. alinse
social networking revolution that is taking place on the Internet at the mocoeitd be the key
solution to creating support structures for users in rural networks.

6.3.4 ENVIRONMENTAL OBSERVATIONS

Placing sensitive electronic equipment outdoors and exposing it to the ekebmgmgs with it its own
set of challenges. Here are some of the environmental issues we hsargexh
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e lightning in the area is very severe and the granite rocky outcrops tend actdtghtning
particularly at the farms and clinic. Over the 2 years that the project hexs hening, 4
hubs, 2 PC Ethernet ports and 2 wireless router Ethernet ports waiagdd by lightning. No
wireless routers have been completely destroyed by lightning even thogigargnmounted on
rooftops. The Wireless routers are supplied with 5 Ethernet ports aed whe is damaged
by lightning, it was found that another one could be used and the routéidwontinue to
function normally. A long length of Ethernet tends to be the main cause otgmsb with
the Electromagnetic Filed (EMF) from lightning being induced in the copperdamiaging
equipment to which it is attached. At the clinic, Ethernet between building g@aced with
fibre optic cable and this removed the problem completely. Ethernet fromitbless routers is
kept as short as possible and is now routed through lightning protectitrinbo many UPS's
and this has also removed the problem.

e The Peebles valley area has a subtropical climate with an average daily maiémperature
of 27 °C' and an average daily minimum temperature of L3 The average yearly rainfall is
767 mm with an average of 100 days having more than 1 mm of rain. The alumdnitdoor
enclosures that were used have proved to handle the elements venndeliter 2 years no
visible material fatigue was observed in the cases. The seals have alsdsmmsigns of wear
and the electronics inside the cases has been kept dry. The cantensavweeely rusted after
2 years but this has had no effect on its performance. The standarsl Ethernet cable that
is run from the outdoor unit down into the building has started to show sighardfning and
cracking where it is exposed to the sun. In the future a higher gradessistant CAT5 cable
will be used in sections which are exposed to the sun.

6.4 CONCLUSION

This trial rural mesh network has illustrated that single radio mesh netwadedion low-cost com-
modity wireless equipment is a viable means to provide Internet connectivitydoea with limited
broadband connectivity. The mesh network provides a satisfactodg grfaservice for Internet ac-
cess based on a best effort shared VSAT satellite Internet resofivegage throughput speeds of
2324 kbps and an average delay of 5.7ms was achieved between anyd®gan the unloaded mesh
network with an average hop count of 2.21.

Training first time users of the Internet on how to use Internet and l@raesresources effec-
tively is a difficult challenge. Installing voice and instant messaging applitatio allow them to
contact more experienced users in the city has helped at least crealima Vifleen they need advice.
Users also need to understand that each of their nodes forms a caiotahphe mesh network and
the network depends on their node staying on all the time. There needs tadawaeness of what
type of usage behaviour results in large amounts of bandwidth beingroedssince a simple usage
graph available on the local server hasn't been effective. Someatinovaround a bandwidth usage
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application which uses graphical and audible alerts is needed.

6.5 FUTURE CONSIDERATIONS

Ideally, before first time users of the Internet visit their first web pagéning programs should be
given on the dangers of the Internet, such as scams, viruses, dactigmoof personal information. If
training programs are not possible, a portal page which is always déesplafore visiting the Internet
could warn users of these dangers with up to date information on the lad@sé sc

Once local services such as video conferencing for Tele-health lereBeication and local
bandwidth-intensive repositories are used, the single radio mesh nebbe pushed to its tech-
nical limits and far more congestion will be observed. If these usage pattegin emerging, some
improvement to the mesh infrastructure might become necessary with multiplenediés being
installed at strategic points.

Further analysis is also required on understanding the performancesefietworks under severe
load conditions which will help answer basic questions like how many VoIP catisbe supported
for a mesh network with a specific average hop count.
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CHAPTER SEVEN

CONCLUSIONS

Life is the art of drawing sufficient conclusions from insufficient presnise
Samuel Butler

This thesis was able to demonstrate that a scaled indoor wireless testbedbasgrid structure
can be constructed in a single room and yet still yield good multi-hop chaisditte that one would
find in typical outdoor networks. Performance characteristics of 3 MANEBtocols, OLSR, AODV
and DYMO, were extracted from running these on the indoor wirelesseigstbhis helped clarify
each of the strengths and weaknesses of these protocols undeerdiffietwork conditions. An
outdoor wireless mesh network was then constructed in a rural areaQIs®ig, the best performing
routing protocol in the indoor testbed, and this showed that a very satisfdiroadband service can
be supplied to a rural community using mesh networking technology.

7.1 SUMMARY OF CONTRIBUTION
The specific contributions made in the course of this research are theifatow

e A summary of the development of ad hoc networking over the past fewddeasias presented
including currently available testbed networks, previous work on routiappol comparisons
and limitations of mathematical modelling and simulation. Only 2 other testbed netwaitks th
are based on a regular grid structure were discovered, these bei@RBId lab at Rutgers
University and the MINT lab at Ohio state University.

e A scaled indoor wireless grid was developed and modelled which yields mydtttaracteris-
tics of up to 5 hops in the full 7x7 grid when the power is set to 0 dBm with 30tt#haators.
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A very powerful experimental platform was created, which allows a mesle to boot off a
central server thus allowing a new experiment to run on all 49 nodes withatir of minutes.
Challenges encountered when constructing the lab were highlighted tothelpresearchers
when they wish to build a similar facility. For example, communication grey zoned tuebe
mitigated by locking the broadcast rate to the data rate.

e The electromagnetic environment of the lab was characterized and thida@\kat pure free
space loss is not achievable and Fresnel zone clearance, multipat), fadianna coupling,
radio mode and data rate all effect the reported signal strength of ioithesgrid. Signal levels
diverged by as much as 10 dB from free space loss predictions, withggice increasing as
the distance between communicating points increased.

e The complexity of the wireless grid was analyzed and it was found thatehangber of alter-
native routes are available between distant points in the grid. This resulteiy ahallenging
environment for routing protocols to operate in. In the special caseagwehrode is only within
range of its adjacent node along the perpendicular axis, a total of @&t hop routes are
possible in the full 7x7 grid between the two furthest point on the grid. &laee 170277
possible routes through the grid if the radius is increased to the diagamaddretwo adjacent
nodes.

e Detailed analysis of AODV, DYMO and OLSR using two routing metrics wasedwut [49].
This set of protocols have never been benchmarked on a large seatedtbed and present
new results and insights into their performance in a static mesh network eméanin The
AODV protocol showed the weakest performance in the grid with close % 6Dpossible
link pairs achieving no route for the full 7x7 grid. However it did prestém least amount
of routing overhead compared with other routing protocols. DYMO shogaesti results for
its low routing overhead with the least amount of delay for the full 7x7 gridi the 2nd best
throughput performance in a simple string of pearls topology. The RForeof OLSR using
the hysteresis routing metric had the best overall performance in a fulfyfictyin terms of
throughput and successful routes but OLSR with the ETX extensidarpesd better, in terms
of throughput, in medium size networks of about 21 nodes.

¢ Route flapping for all three routing protocols was also analysed in orderderstand its effect
on throughput performance. As highlighted already, the grid contaimsyalarge number of
alternative routes and convergence is challenging for a routing ploteoate flapping in the
grid ranged from an average of 0.5 route changes in 10 second®©YAo 2.3 route changes
for OLSR with hysteresis. However, OLSR, which is a proactive prdtowaking use of a
metric which is sensitive to packet loss, performed well in spite of the highedegf route
flapping. AODV on the other hand, which is a reactive protocol makingofisecount based
metric performed poorly with its relatively high degree of route flapping. Glewhenever
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AODV changed to a new route it was converging on a less optimal routecaf@LSR was
converging on more optimal routes.

e The ETX routing metric was analysed for real networks and it was disedwhat ETX only
predicts optimal multi-hop network paths in theoretically ideal network conditidhsvas
calculated that if 802.11-based links are used with the ETX metric, the preédiistses are out
by a factor of almost 2 compared to the actual losses that will be expediesven in ideal lab
conditions with no packet loss between adjacent nodes.

e A trial rural mesh network pilot was built and this has illustrated that singlenash net-
works based on low cost commodity wireless equipment are a viable meamwidepinternet
connectivity to an area with limited broadband connectivity [50]. Mesh niiwg based on
OLSR provides a satisfactory grade of service for Internet acaesedton a best effort shared
VSAT satellite Internet resource. In the network consisting of 9 nodegring an area of
about 15 square kilometers, average throughput speeds of 238AkHmn average delay of
5.7ms were achieved between any two nodes on the unloaded mesh nefttoak \&verage
hop count of 2.21.

e A comparison of the throughput versus number of hops was made betiws@ilot rural net-
work and the indoor testbed over 4 hops using the OLSR-ETX protoce nTuiti-hop losses
were far more severe in the case of the rural mesh network with 2nd dritbBrthroughput
ratio to 1st hop throughput being 20% lower than the 2nd and 3rd hopghpot ratio of the
indoor network for a similar size network. But this was mostly due to some of tiiedistance
links switching to a lower data rate due to increased packet loss, wheesdatthrate was kept
constant in the indoor lab.

e The extensibility of these results to other network scenarios can to some bgtéased on
extrapolation or interpolation of trends observed in these testbeds. &wmpéxthe throughput
versus number of hops curves for the indoor and outdoor testbed db thattrends presented
by Gupta and Kumar but with more pronounced losses. These curviestmused to predict
possible throughput degradation for smaller or larger networks. Otadormance metric
curves such as routing overhead and delay versus network sizésodvezextrapolated based
on observed trends. There are, however, aspects that may begiwet@mampact on the
extensibility of the results as networks become very large (in excess 6fi@fes) such as
CPU load due to the large number of packets that need to be processaneSin the network
configuration such as using multiple radios or different antenna coafigus will also make
it difficult to use these results to predict performance.
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7.2 FUTURE WORK

The current thesis forms a good baseline for future experimentalrobsedere the performance
of new or improved ad hoc networking protocols on the indoor wirelesseéstb rural outdoor
testbed can be analysed. Future work can be divided into three main riasegoresearch related
to (1) the improvement of testbed lab conditions, (2) refinement of expetainearameters and (3)
the refinement of ad hoc networking routing protocols to make them more suitabtatic mesh
networks and real network conditions.

7.2.1 IMPROVEMENTS TO THE INDOOR TESTBED LAB CONDITIONS

e Clear the Fresnel zone by increasing the antenna installation heighe(bovand PC cases)
- install antennas on pedestals made of non-conducting material.

e Make use of microwave absorbing materials on the walls to mitigate multipath effettts in
lab and approach the realism of an outdoor wireless network.

e Migrate the entire lab to the 5 GHz ISM band to avoid current interferencesss the 2.4
GHz ISM band.

e Try to minimize parasitic RF coupling between nodes by utilising additional skcrgemd/or
absorbing material, or placing the PC inside a screening box/cabinet,

e Develop the lab software framework to a point where other researfrioensanywhere in the
world can schedule experimental time on the testbed, similar to what is done élEamd
ORBIT.

e Some degree of node mobility is necessary to emulate mesh networks wherendgnebe a
number of mobile users roaming between wireless routers. This can initiallpie uking
virtual node mobility, similar to that being used by ORBIT, where various addehe grid
assume the character of a single mobile node. Eventually, a number of mdinls roaking
use of a positioning system, with wireless routers mounted on them, would beapiatform
for these sort of experiments

7.2.2 REFINEMENT OF EXPERIMENTAL PARAMETERS

¢ All these performance tests were carried out using suggested catitguparameters that are
published in MANET RFCs and Internet drafts. In the future it will be indérey to see how
performance can be tweaked for specific topologies by changing pt@anseich as HELLO
intervals.

e These experiments where performed using a single data flow through tiherkdetween
a pair of nodes being tested. In the future, the effect of multiple data flomthen routing,
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throughput or delay performance would be vital to establishing a compldte@icf the net-
work performance of routing protocols in a mesh network.

e It is difficult to compare pro-active and reactive routing protocols ag #duhieve very differ-
ent outcomes, with pro-active protocols establishing a complete picture pdsgible routes
through the network and reactive protocols only establishing routes thaequired. More
work is needed on establishing a fair comparison metric which looks at, éonjgbe, the “rout-
ing overhead” to “established routes” ratio.

e A mesh network making use of multiple gateways is another interesting area fasearch.
These gateways can be chosen based on offered throughput, ddiayrance or even mon-
etary cost. The indoor mesh lab could be used to emulate multiple gatewaygatvawints
around the grid.

7.2.3 REFINEMENT OF AD HOC ROUTING PROTOCOLS

e What has emerged out of this work is that simulation-based results arits iesm real wire-
less networks are often very different. Further work on refining rouilgorithms and routing
metrics to adapt to live network conditions is now required. For example, ésssthighlighted
that the ETX routing metric does not realistically predict the best multi-hop tbutegh a net-
work.

e There are many instances in mesh networks where most traffic is only tettiegeaching a
gateway point to the Internet. In cases like this, a reactive protocolauiYMO or AODV
may be sufficient to only establish these routes and then cache them untilkhe tiroken.
AODV-ST [51] attempts to achieve this by using a standard spanning tregthigdo build
a persistent route to the gateway combined with AODV using a a high throtghbmetric,
such as ETX, to find non-gateway routes. Further work on refiningigihgas for this specific
class of networks should be persued.

e There are routing instances where delay and throughput tend to be mugxelihgive. This
was noticed when comparing DYMO to OLSR-RFC where DYMO establishesovith the
least delay and OLSR-RFC established routes with the best throughpplic#jon directed
routing could be a new area of protocol refinement in which routing potéogdapt to the
needs of the application, whether this be least delay or highest throtighpu

Some further work is also needed to compare simulation results to results feoimdibor lab.
This can be done fairly easily in cases where the same source code iblavaitans2 simulations and
for real hardware. This will help quantify the extent to which simulationdieriged in their ability
to emulate the physical layer. Integrating ns2 with the lab’s experimental Warkgein which ns2
simulation scripts are used to run actual real network experiments on ther iatho will also greatly
simplify the current process of setting up an experiment which involves leorer! scripting.
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7.3 CONCLUSION

Wireless mesh networking has enormous potential to redefine connectvésgligms in the develop-
ing world from a centralized operator based approach to a decentrabim@tiunity-based approach.
Wireless testbeds such as the ones developed in this thesis will undoubiggdéygignificant role in
accelerating the research, development and uptake of these techadhodjgadvantaged communi-
ties who are isolated from the global information society. It is hoped that thik will catalyse more
interest in refining routing algorithms to work more effectively in realistic weslenesh networks
with eventual widespread deployments across Africa and the rest oétiedogping world.
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APPENDIXA

PATH SEARCH CODE TO FIND ROUTES THROUGH GRID

START

READ max_depth, READ grid_size
READ (x_start,y_start), READ (x_end,y_end)

radius_array[] = generate all possible distances between
nodes in square bounded by (x_start,y_start) and (x_end,y_end)
radius_total = total number of elements in radius_array[]

(x_start,y_start)
-

(x_end,y_end)

r
—_—

hop_count_matrix(]
)

depth
-

r = radius_array[i]

Initialize sparse matrix
hop_count_matrix[] = [0,0,0,0,0,0 ...]

Create boundary coordinates (x_low,y_low) and (x_high,
within square bounded by (x_start-r,y_start-r) and (x_start+r,x_start+r)

x_next = x_low

Distance between
(x_start,y_start) and (x_next, y_next) <r

Distance between
(x_next, y_next) and (x_end, y_end) <
distance between
(x_start, y_start, x_end,y_end)

Reached destination node
(x_next,y_next)=(x_end,y_end)?
v

depth = depth + 1

hop_count_r i

depth < max_depth

(x_start,y_start) = (x_next, y_next)

depth = depth - 1

y_next = y_next + 1

>

x_next = x_next + 1

>

NO

Store on file
r, hop_count_matrix[]

i < radius_total
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APPENDIXB

LOG-NORMAL SHADOWING MODEL

The log-normal shadowing model is used to represent large scale faddngdio network. It helps
to predict the average and expected variation of the radio signal.

Equation B.1 shows the most common representation of the log-normal shadowdel

d
R(d) = R(dy) — 10nlog i + Ny (B.1)
0

where :

e d is the distance to the antenna.

e R(d) is the component of the received signal strength which is proportionétande.

dy is a reference distance in the far-field of the transmitting antenna.

R(dy) is the reference received power level at distafic&om the antenna.

n is the free space path loss exponent

— In buildings with clear line of sight = 1.5
— In buildings with obstructed paths= 3.0

N, is the zero-mean normally distributed random variable with standard deviation

— o describes the amount of scatter in the environment and can range frotn 3 to
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APPENDIXC

LARGE FORMAT DIAGRAMS FOR PERFOMANCE
ANALYSIS IN 3X7 GRID
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APPENDIXC LARGE FORMAT DIAGRAMS FOR PERFOMANCE ANALYSIS IN3X7 GRID
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APPENDIXC LARGE FORMAT DIAGRAMS FOR PERFOMANCE ANALYSIS IN3X7 GRID
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APPENDIXC LARGE FORMAT DIAGRAMS FOR PERFOMANCE ANALYSIS IN3X7 GRID
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APPENDIXD

LARGE FORMAT DIAGRAMS FOR PERFOMANCE
ANALYSIS IN 7X7 GRID
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Figure D.4:Average throughput vs distance in 7x7 grid.
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Figure D.6:Avrage number of route change vs distance for ping tests betweeninotesgrid
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Figure D.7:Avrage round trip delay vs distance for ping tests between nodes in 7x7 grid
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Figure D.8:Cummulative distribution function for throughput tests between nodes in 7 gr
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